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PREFACE

Complementary metal oxide semiconductor (CMOS) digital integrated circuits are the
enabling technology for the modern information age. Because of their intrinsic features
in low-power consumption, large noise margins, and ease of design, CMOS integrated
circuits have been widely used to develop random access memory (RAM) chips,
microprocessor chips, digital signal processor (DSP) chips, and application- specific
integrated circuit (ASIC) chips. The popular use of CMOS circuits will grow with the
increasing demands for low-power, low-noise integrated electronic systems in the
development of portable computers, personal digital assistants (PDAs), portable phones,
and multimedia agents.

Since the field of CMOS integrated circuits alone is very broad, it is conventionally
divided into digital CMOS circuits and analog CMOS circuits. This book is focused on
the CMOS digital integrated circuits. At the University of Illinois at Urbana-Champaign,
we have tried some of the available textbooks on digital MOS integrated circuits for our
senior-level technical elective course, ECE382 - Large!Scale Integrated Circuit Design.
Students and instructors alike realized, however, that-there was a need for a new book with
more comprehensive treatment of CMOS digital circuits. Thus, our textbook project was
initiated several years ago by assembling our own lecture notes. Since 1993, we have used
evolving versions of this material at the University of Illinois at Urbana-Champaign, at
Istanbul Technical University and at the Swiss Federal Institute of Technology in
Lausanne. Both authors were very much encouraged by comments from their students,
colleagues, and reviewers. The first edition of CMOS Digital Integrated Circuits:
Analysis and Design was published in late 1995.



xii Soon after publishing the first edition, we saw the need for updating the it to reflect
many constructive comments from instructors and students who used the textbook, to

Preface include the topic of low-power circuit design and provide more rigorous treatment of
interconnects in high-speed circuit design as well as the deep submicron circuit design
issues. We also felt that in a very rapidly developing field such as CMOS digital circuits,
the quality of a textbook can only be preserved by timely updates reflecting the current
state-of-the-art. This realization has led us to embark on the extensive project of revising
our work, to reflect recent advances in technology and in circuit design practices.

This book, CMOS Digital Integrated Circuits: Analysis and Design, is primarily
intended as a comprehensive textbook at the senior level and first-year graduate level, as
well as a reference for practicing engineers in the areas of integrated circuit design, digital
design, and VLSI. Recognizing that the area of digital integrated circuit design is
evolving at an increasingly faster pace, we have made every.possible effort to present up-
to-date materials on all subjects covered. This book contains sixteen chapters; and we
recognize that it would not be possible to cover rigorously all of this material in one
semester. Thus, we would propose the following based on our teaching experience: At
the undergraduate level, coverage of the first ten chapters would constitute sufficient
material for a one-semester course on CMOS digital integrated circuits. Time permitting,
some selected topics in Chapter 11, Low-Power CMOS Logic Circuits, Chapter 12,
BiCMOS Logic Circuits and Chapter 13, Chip Input and Output (1/O) Circuits can also
be covered. Alternatively, this book can be used for a two-semester course, allowing a
more detailed treatment of advanced issues, which are presented in the later chapters. At
the graduate level, selected topics from the first eleven chapters plus the last five chapters
can be covered in one semester.

The first eight chapters of this book are devoted to a detailed treatment of the MOS
transistor with all its relevant aspects; to the static and dynamic operation principles,
analysis and design of basic inverter circuits; and to the structure and operation of
combinational and sequential logic gates. The issues of on-chip interconnect modeling
and interconnect delay calculation are covered extensively in Chapter 6. Indeed, Chapter
6 has been significantly extended to provide a more complete view of switching
characteristics in digital integrated circuits. The coverage of technology-related issues
has been complemented with the addition of several color plates and graphics, which we
hope will also enhance the educational value of the text. A separate chapter (Chapter 9)
has been reserved for the treatment of dynamic logic circuits which are used in state-of-
the-art VLSI chips. Chapter 10 offers an in-depth presentation of semiconductor memory
circuits.

Recognizing the increasing importance of low-power circuit design, we decided to
add a new chapter (Chapter 11) on low-power CMOS logic circuits. This new chapter
provides a comprehensive coverage of methodologies and design practices that are used
to reduce the power dissipation of large-scale digital integrated circuits. BiCMOS digital
circuit design is examined in Chapter 12, with a thorough coverage of bipolar transistor
basics. Considering the on-going use of bipolar circuits and BiCMOS circuits, we believe
that at least one chapter should be allocated to cover the basics of bipolar transistors. Next,
Chapter 13 provides a clear insight into the important subject of chip I/O design. Critical
issues such as ESD protection, clock distribution, clock buffering, and latch-up phenom-
enon are discussed in detail. Design methodologies and tools for very large scale
integration (VLSI) are presented in Chapter 14. Finally, the more advanced but very



important topics of design for manufacturability and design for testability are covered in xiii
Chapters 15 and 16, respectively,

The authors have long debated the coverage of nMOS circuits in this book. We have Preface
finally concluded that some coverage should be provided for pedagogical reasons.
Studying nMOS circuits will better prepare readers for analysis of other field effect
transistor (FET) circuits such as GaAs circuits, the topology of which is quite similar to
that of depletion-load riMOS circuits. Thus, to emphasize the load concept, which is still
widely used in many areas in digital circuit design, we present basic depletion-load
nMOS circuits along with their CMOS counterparts in several places throughout the
book.

Although an immense amount of effort and attention to detail were expended to
prepare the camera-ready manuscript, this book may still have some flaws and mistakes
due to erring human nature. The authors would welcome and greatly appreciate sugges-
tions and corrections from the readers, for the improvement of the technical content as
well as the presentation style.
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CHAPTER 1

INTRODUCTION

1.1. Historical Perspective

The electronics industry has achieved a phenomenal growth over the last few decades,
mainly due to the rapid advances in integration technologies and large-scale systems
design. The use of integrated circuits in high-performance computing, telecommunica-
tions, and consumer electronics has been growing at a very fast pace. Typically, the
required computational and information processing power of these applications is the
driving force for the fast development of this field. Figure 1.1 gives an overview of the
prominent trends in information technologies over the next decade. The current leading-
edge technologies (such as low bit-rate video and cellular communications) already
provide the end-users a certain amount of processing power and portability. This trend
is expected to continue, with very important implications for VLSI and systems design.
One of the most important characteristics of information services is their increasing need
for very high processing power and bandwidth (in order to handle real-time video, for
example). The other important characteristic is that the information services tend to
become more personalized, which means that the information processing devices must
be more intelligent and also be portable to allow more mobility. This trend towards
portable, distributed system architectures is one of the main driving forces for system
integration, even though it does not preclude a concurrent and equally important trend
towards centralized, highly powerful information systems such as those required for
network computing (NC) and video services.

As more and more complex functions are required in various data processing and
telecommunications devices, the need to integrate these functions in a small package is
also increasing. The level of integration as measured by the number of logic gates in a



monolithic chip has been steadily rising for almost three decades, mainly due to the rapid
progress in processing technology and interconnect technology. Table 1.1 shows the
evolution of logic complexity in integrated circuits over the last three decades, and marks
the milestones of each era. Here, the numbers for circuit complexity should be viewed
only as representative measures to indicate the order-of-magnitude. A logic block can
contain anywhere from 10 to 100 transistors, depending on the function. State-of-the-art
ULSI chips, such as the DEC Alpha or the INTEL Pentium, contain 3 to 6 million
transistors. Note that the term VLSI has been used continuously even for chips in the
ULSI (Ultra Large Scale Integration) category, not necessarily abiding by the distinction
in Table 1.1.

I Video-on-demand I

I Speech processing/recognition |

Wireless/cellular data communication

I Data communication Multi-media applications |

I Consumer electronics]

I Personal computers I

1980

I Portable computers |

I Network computers I

1990 2000

Figure 1.1. Prominent "driving" trends in information service technologies.

ERA DATE COMPLEXITY
(# of logic blocks per chip)

Single transistor 1958 < 1
Unit logic (one gate) 1960 1
Multi-function 1962 2 - 4
Complex function 1964 5 - 20
Medium Scale Integration (MSI) 1967 20 - 200
Large Scale Integration (LSI) 1972 200 - 2,000
Very Large Scale Integration (VLSI) 1978 2,000 - 20,000
Ultra Large Scale Integration (ULSI) 1989 20,000 - ?

Table 1.1. Evolution of logic complexity in integrated circuits.
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The monolithic integration of a large number of functions on a single chip usually 3
provides:

Introduction
* Less area/volume and therefore, compactness
* Less power consumption
* Less testing requirements at system level
* Higher reliability, mainly due to improved on-chip interconnects
* Higher speed, due to significantly reduced interconnection length
* Significant cost savings

Therefore, the current trend of integration will continue in the foreseeable future.
Advances in device manufacturing technology allow the steady reduction of minimum
feature size (such as the minimum channel length of a transistor or an interconnect width
realizable on chip). Figure 1.2 shows the evolution of the minimum feature size of
transistors in integrated circuits, starting from the late 1970s. In 1980, at the beginning
of the VLSI era, the typical minimum feature size was 2 pm, and a feature size of 0.3 gm
was expected around the year 2000. The actual development of the technology, however,
has far exceeded these expectations. A minimum feature size of 0.25 gm was achieved
by 1995. The first 64-Mbit DRAM and the INTEL Pentium microprocessor chip
containing more than 3 million transistors were already available by 1994, pushing the
envelope of integration density. The first 4-Gbit DRAM based on 0.15 gm manufacturing
technology was announced by NEC in early 1997.

4.0

-D 3-0i .5

3.0a)

E 1.5

2 1.0

0.5

0

1975 1980 1985 1990 1995 2000

Year

Figure 1.2. Evolution of minimum feature size in integrated circuits over time.

When comparing the integration density of integrated circuits, a clear distinction
must be made between the memory chips and logic chips. Figure 1.3 shows the level of
integration over time for memory and logic chips, starting in 1970. The number of
transistors per chip has continued to increase at an exponential rate over the last three
decades, effectively confirming Gordon Moore's prediction on the growth rate of chip



complexity, which was made in the early 1960s (Moore's Law). It can be observed that
in terms of transistor count, logic chips contain significantly fewer transistors in any
given year mainly due to large consumption of chip area for complex interconnects.
Memory circuits are highly regular, and thus more cells can be integrated with much less
area for interconnects. This has also been one of the main reasons why the rate of increase
of chip complexity (transistor count per chip) is consistently higher for memory circuits.
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Figure 1.3. Level of integration versus time for memory chips and logic chips.

Digital CMOS (Complementary Metal Oxide Semiconductor) integrated circuits
(ICs) have been the driving 'force behind Very Large Scale Integration (VLSI) for high-
performance computing and other scientific and engineering applications. The demand
for digital CMOS ICs will be continually strong due to salient features such as low power,
reliable performance, circuit techniques for high speed such as using dynamic circuits,
and ongoing improvements in processing technology.

It is now projected that the minimum feature size in CMOS ICs can decrease to 0.1
gum within a few years. With such a technology, the level of integration in a single chip
can be on the order of several hundreds of millions of transistors for logic chips or even
higher in the case of memory chips, which presents an immense challenge for chip
developers inprocessing, design methodology, testing, and projectmanagement. Through
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i the "divide-and-conquer" approach and more advanced design automation using corm- 5
puter-aided design (CAD) tools, ultra-large-scale problems should be solvable.

Bipolar and gallium arsenide (GaAs) circuits have been used for very high speed Introduction
circuits, and this practice may continue. For instance, in Monolithic Microwave Inte-
grated Circuits (MMICs), GaAs MESFET (MEtal Semiconductor Field Effect Transis-
tor) technology has been highly successful. However, they are still not efficient for VLSI
or Ultra Large Scale Integration (ULSI) due to processing difficulties and high power
consumption, although for special applications their use may continue. As long as the
downward scaling of CMOS technology remains strong, other technologies are likely to
remain the technology of tomorrow.

1.2. Objective and Organization of the Book

The objective of this book is to help readers develop in-depth analytical and design
capabilities in digital CMOS circuits and chips. The development of VLSI chips requires
an interdisciplinary team of architects, logic designers, circuit and layout designers,
packaging engineers, test engineers, and process and device engineers. Also essential are
the computer aids for design automation and optimization. It is not possible to discuss the
full spectrum of development issues in any single book. Therefore, this book concentrates
on digital circuits and also presents related materials in processing and device principles
essential to in-depth understanding of CMOS digital circuits.

Often readers can become lost in details and fail to see the global picture. For VLSI
circuit design, however, it is important that the design be done in the context of global
optimization with proper boundary conditions. In fact, the beauty of integrated circuits
is that the final design goal is the concerted performance of all interconnected transistors,
and not of individual transistors. Therefore, the interconnect issues are almost as
important as the issues of individual transistors.-No matter how well an individual
transistor performs, if the technology fails to have equally good interconnects, the total
performance can be very poor due to large parasitic capacitances and resistances; these
translate into a large delay in the interconnection lines between transistors or logic gates.

This volume is intended as a comprehensive textbook for senior-level undergradu-
ate students and first-year graduate students in an advanced course on digital circuit
design. The material presented in this book should also be very useful to practicing
VLSI design engineers. Most of the material presented has been taught over several
years in undergraduate and graduate-level courses in the department of electrical and
computer engineering at the University of Illinois at Urbana-Champaign. It is assumed
that the readers of this book already have sufficient fundamental background on
semiconductor devices, electronic circuit design and analysis, and logic theory. While
the interactions among logic design, circuit design, and layout design are strongly
emphasized throughout the text, the main focus is on transistor-level circuit design and
analysis. This requires a fair amount of detailed current and voltage calculations, as
well as a good understanding of how device characteristics affect overall circuit
performances, such as propagation delay, noise margins, and power dissipation.

The relational ordering and extent of the topics covered in a typical digital integrated
circuits course are depicted in Fig. 1.4. First, a fundamental knowledge of basic device
physics is required to understand and use various MOSFET device models in circuit



analysis. Following a review of device fundamentals, the emphasis will shift from single
devices to simple two-transistor circuits, such as inverters, and then to more complex
logic circuits. We will see that as we move to more advanced topics, the breadth of each
subject also increases significantly. In fact, a large number of different variations may be
considered for implementing complex circuits and systems. Consequently, we will
examine representative examples for large-scale system implementations and compare
their relative merits in terms of performance, reliability, and manufacturability.

Physics

Device
Electronics

Increasing
Complexity Two-Transistor

Circuits
(inver~ters)

-< ---------- Breadth of Topics -

Figure 1.4. The ordering of topics covered in a typical digital integrated circuits course.

The book begins with a review of fabrication-related issues. Representative inte-
grated circuit fabrication techniques are summarized very briefly in the beginning, in
order to establish a simple view of process flow and to provide the reader with the
necessary terminologies related to processing. The level and the extent of MOS device
physics covered in this book are specifically geared toward hands-on circuit design and
analysis applications; hence, most of the device models used are relatively simple. The
choice of simple device models imposes certain limitations on the accuracy; however, the
emphasis is primarily on the clear understanding of basic design concepts and on the
importance of generating meaningful estimates for circuit performance during the early
design stages. The very importantrole of computer-aided circuit simulation tools in VLSI
design is also well recognized. The book contains a large number of computer simulation
examples and exercise problems based on SPICE (Simulation Program with Integrated
Circuit Emphasis), which has become a de facto standard in transistor-level circuit
simulation in a wide range of computing platforms. An entire chapter is devoted to the
examination and comparison of MOSFET models implemented in SPICE, including the
identification of various device model parameters. Computer simulation is, and will

6

CHAPTER 1

mbinational and Sequential

r Logic Circuits

u ar res i. VLSI Sub-Systems
ROMs, RAMs, PLAs 1 Adders, Multipliers

i------------------------------------------------------------

System-Related issues, Reliability, Manufacturability, Testability



continue to be, an essential part of the design process, both for performance verification 7
and for fine-tuning of circuits. However, the emphasis on simulation must be well-
balanced with the emphasis on hands-on design and analytical estimates, so that the Introduction
significance of the latter is not overwhelmed by the extensive use of computer-aided
techniques.

The main focus of this book is on CMOS digital integrated circuits, but a significant
amount of material on nMOS digital circuits is also presented. Although CMOS has
become the technology of choice in many applications in recent years, the fundamental
concepts of nMOS logic provide a strong basis both for the conceptual understanding and
for the development of CMOS designs. Chapters 5 through 9 are devoted exclusively to
the analysis and design of basic CMOS and also some nMOS digital circuits. Fig. 1.5
shows a simple "family tree" for digital integrated circuits that clarifies the classification
and relations among different types of circuits. Based on the fundamental operating
principles, the circuits are classified into two main categories, i.e., static circuits and
dynamic circuits. The static CMOS circuits are further divided into sub-categories such
as classical (fully complementary) CMOS circuits, transmission-gate logic circuits, pass-
transistor logic circuits and cascade voltage switch logic (CVSL) circuits. The dynamic
CMOS circuits are divided into sub-categories such as domino logic, NORA, and true
single-phase clock (TSPC) circuits.

Figure .5 Classification of CMOS digital circuit types.



8 In addition to transistor-level circuit design issues, the accurate prediction and
reduction of interconnect parasitics has become a very significant topic in high-

CHAPTER 1 performance digital integrated circuits, especially for sub-micron technologies. A large
portion of Chapter 6 is therefore devoted to interconnect effects. Semiconductor memo-
ries are covered in detail in Chapter 10. Specific emphasis is given to the design and
operation of different static and dynamic memory types and to comparisons of their
performance characteristics. One chapter of the book is devoted to bipolar transistors and
to bipolar/BiCMOS digital circuits, which continue to play an important role in the high-
performance digital circuits arena. The inclusion of bipolar-based circuits in this book
may be puzzling to some readers, but the significance of BiCMOS design techniques
cannot be neglected in a comprehensive text on digital design. One chapter is entirely
dedicated to input/output (I/O) circuits and related issues, including ESD protection,
level shifting, super-buffer design, and latch-up prevention. Various VLSI design styles,
large-scale design considerations, and system-level design issues are discussed in
Chapter 14. Finally, two chapters on design for manufacturability and design for
testability cover many of the important topics, such as yield estimation, statistical design,
and system testability, which deserve special attention in the context of large-scale
integrated circuit design.

The second edition of this text includes an entirely new chapter, Low-Power CMOS
Logic Circuits. The increasing prominence of portable systems and the need to limit
power consumption (and hence, heat dissipation) in very high density ULSI chips have
led to rapid and very interesting developments in low-power design in recent years. In
most cases, the requirements of low power consumption must be combined with the
equally demanding tasks of higher integration density and higher circuit performance. In
view of these developments, we feel that low-power design of digital integrated circuits
should be treated in a separate chapter. Here, various aspects of power consumption are
discussed in detail and strategies are introduced to reduce the power dissipation.

The chapters are organized in order to allow several different variations of course
plans and self-study programs. A number of chapters can be grouped together to
accommodate a specific course syllabus, and others can be skipped without a significant
loss of continuity. Each chapter contains a large number of solved problems and
examples, integrated into the text to enhance the understanding of the material at hand.
Also, a collection of problems, some of which are geared specifically for computer-based
SPICE simulation, is provided at the end of each chapter.

1.3. A Circuit Design Example

To help form a global picture of the digital circuit design cycle, in this chapter we begin
with a "once over lightly" design exercise wherein we, as circuit designers, start from a
logic diagram along with design specifications. The logic circuit is first translated into a
CMOS circuit and the initial layout is done. From the layout, all of the important
parasitics are calculated by using a circuit extraction program. Once a full circuit
description is obtained from the initial layout, we analyze the circuit for DC and transient
performance by using the circuit-level simulation program, SPICE, and then compare the
results with the given design specifications. If the initial design fails to meet any one of



the specifications, which is the case in this exercise, we devise an improved circuit design
to meet the design objective. Then the improved design will be implemented into a new
layout and the design-analysis cycle will be repeated until all of the design specifications
are met. The simplified flow of this circuit design procedure is illustrated in Fig. 1.6. Note
that the topics covered in this textbook concern primarily the two important steps
enclosed in the dotted box, namely, VLSI design and design verification.

System Requirements

Logic diagram / description

Technology
Design Rules
Device Models

Design Rule Checking
Circuit Simulation (SPICE)
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Mask Generation

Silicon Processing

To: Wafer Testing
Packaging
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The flow of circuit design procedures.
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Figure 1.6.
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In the following example, we will design a one-bit binary full-adder circuit using 0.8-,um,
twin-well CMOS technology. The design specifications are

Propagation delay times of sum and carryout signals < 1.2 ns (worst case)
Transition delay times of sum and carry-out signals < 1.2 ns (worst case)
Circuit area < 1500 ,m 2

Dynamic power dissipation (@ VDD = 5 V andfmax = 20 MHz) < 1 mW

We start our design by considering the Boolean description of the binary adder circuit.
Let A and B represent the two input variables (addend bits), and let C represent the
carry-in bit. The binary full adder is a three-input, two-output combinational circuit
which satisfies the truth table below.

C -

Full
Adder

- sum-out

- carry-out

The sumout and carry-out signals can be found as the following two combinational
Boolean functions of the three input variables, A, B and C.

sumout =AEBEC

=ABC+ABC+ABC+ACB

carry out = AB + AC + BC

A gate-level realization of these two functions is shown in Fig. 1.7. Note that instead of
realizing the two functions independently, we use the carry-out signal to generate the sum
output, since the output can also be expressed as

sumout =ABC+(A+B+C)carryout

A B C sum_ out carry_ out

0 00 0 0

0 0 1 1 0

0 1 0 1 0

0 11 0 1

1 0 0 1 0

1 0 1 0 1

1 1 0 0 1

11 1 1

Example 1.1;



This implementation will ultimately reduce the circuit complexity and, hence, save chip
area. Also, we identify two separate sub-networks consisting of several gates (high-
lighted with dashed boxes) which will be utilized for the transistor-level realization of the
full-adder circuit.

A
B
C

A
B
C

sum

Figure 1.7. Gate-level schematic of the one-bit full-adder circuit.

For translating the gate-level design into a transistor-level circuit description, we
note that both the sum..out and the carryout functions are represented by nested AND-
OR-NOR structures in Fig. 1.7. Each such combined structure (complex logic gate) can
be realized in CMOS as follows: the AND terms are implemented by series-connected
nMOS transistors, and the OR terms are implemented by parallel-connected nMOS
transistors. The input variables are applied to the gates of the nMOS (and the complemen-
tary pMOS) transistors. Thus, the nMOS net may consist of nested series-parallel

,connections of nMOS transistors between the output node and the ground. Once the
nMOS part of a complex CMOS logic gate is realized, the corresponding pMOS net,
which is connected between the output node and the power supply, is obtained as the dual
network of the nMOS net. The resulting transistor-level design of the CMOS full-adder
circuit is shown in Fig. 1.8. Note that the circuit contains a total of 14 nMOS and 14 pMOS
transistors, together with the two CMOS inverters which are used to generate the outputs.

In this specific example, it can also be shown that the dual (pMOS) network is
actually equivalent to the nMOS network for both the sum_out and the carry-out
functions, which leads to a fully symmetric circuit topology. The alternate circuit diagram
obtained by applying this principle of symmetry in shown in Fig. 1.9. Note that the
Boolean functions realized by the circuits shown in Fig. 1.8 and Fig. 1.9 are identical; yet
the symmetric circuit topology shown in Fig. 1.9 significantly simplifies the layout.
These issues will be discussed in detail in Chapter 7.
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Initially, we will design all nMOS and pMOS transistors with a (WIL) ratio of (2
um/IO;8 tm), which is the minimum transistor size allowed in this particular technology.
This initial sizing of transistors, which is obviously not an optimum solution, may be
changed later depending on the performance characteristics of the adder circuit. Choos-
ing minimum-size transistors in the initial design stage usually provides a simple, first-
cut verification of the circuit functionality and helps the designer in developing a
simple initial layout.

V-n

sum

Figure 1.8. Transistor-level schematic of the one-bit full-adder circuit.

VDD

Figure 1.9. Alternate transistor-level schematic of the one-bit full-adder circuit (note that the
nMOS and pMOS networks are completely symmetric).
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Next, the initial layout of the full-adder circuit is generated. Here we use a regular,
gate-matrix layout style in order to simplify the overall geometry and the signal routing.
The initial layout using minimum-size transistors is shown in Fig. 1.10. Note that in this
initial adder cell layout, all nMOS and pMOS transistors are placed in two parallel rows,
between the horizontal power supply and the ground lines (metal). All polysilicon lines
are laid out vertically. The area between the n-type and p-type diffusion regions is used
for running local metal interconnections (routing). Also note that the diffusion regions of
neighboring transistors have been merged as much as possible, in order to save chip area.
The regular gate-matrix layout style used in this example also has the inherent advantage
of being easily adaptable to computer-aided design (CAD). The silicon area occupied by
this full-adder layout is (21 gtm x 54 gtm) = 1134 ,um2.
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Figure 1.10. Initial layout of the full-adder circuit using minimum-size transistors.

The designer must confirm, using an automatic design rule checker (DRC) tool, that
none of the physical layout design rules are violated in this adder layout. This is usually
done concurrently during the graphical entry of the layout. The next step is to extract the
parasitic capacitances and resistances from the initial layout, and then to use a detailed
circuit simulation tool (e.g. SPICE) to estimate the dynamic performance of the adder
circuit. Thus, we are now in the design verification stage of the design-flow diagram
shown in Fig. 1.6. The parasitic extraction tool reads in the physical layout file, analyzes
the various mask layers to identify transistors, interconnects and contacts, calculates the
parasitic capacitances and the parasitic resistances of these structures, and finally
prepares a SPICE input file that accurately describes the circuit (see Chapter 4).

The extracted circuit file is now simulated using SPICE in order to determine its
dynamic performance. The three input waveforms (A, B and C) are chosen so that all of
the eight possible input combinations are applied consecutively to the full-adder circuit.
Assuming that the outputs of this adder circuit may drive a similar circuit, both output
nodes are loaded with capacitors which represent the typical input capacitance of a full
adder. Figure 1.11 shows the simulated input and output waveforms. Unfortunately, the
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simulation results show that the circuit does not meet all of the design specifications. The
propagation delay times of the sum_out and carry-out signals are found to violate the
timing constraints, since the minimum-size transistors are not capable of properly driving
the capacitive output loads.

d1
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Figure 1.11. Simulated input and output waveforms of the full-adder circuit.

In particular, the worst-case delay is found to be about 2.0 ns, whereas the timing
requirements dictate a maximum delay of 1.2 ns. Figure 1.12 shows the signal propaga-
tion delay of both inputs in detail during one of the worst-case input transitions. Design
modifications will be necessary to correct this problem. Thus, we go back to the layout
design stage.

One approach to increase switching speed, and thus, to reduce delay times, would be
to increase the (WIL) ratios of all transistors in the circuit. However, increasing the
transistor (WIL) ratios also increases the gate, source, and drain areas and, consequently,
increases the parasitic capacitances loading the logic gates. Hence, the resizing of
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transistors is strictly an iterative process which involves several cycles of consecutive
layout modification, circuit extraction, and simulation. Since the carry_out signal is used
to generate the sum output, reducing the delay in the carry_out stage should generally take
a higher prio
Optimizing ti
auhigherdedority. Also, one should be careful to consider all possible input tra

Optimiing te propagation delay for one particular input transition only may resuina
unintended ices fpoaain eay uigohrtastos

F iger 1.12.

dimensions, sl
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Figure 1.12. Simulated output waveforms of the full adder circuit with minimum transistor
dimensions, showing the signal propagation delay during one of the worst-case transitions.

While we resize the nMOS and pMOS transistors in the full-adder circuit to meet the
timing requirements, we can also reorganize the whole layout in order to achieve a more
compact placement, to increase silicon area utilization, and to reduce the interconnection
parasitics within the cell. The resulting cell layout is shown in Fig. 1.12. The new full-
adder layout occupies an area of (43 Atm x 90 gm) = 1290 ,um2 , which is about 14% larger
than the initial layout (despite rather aggressive resizing of the transistor dimensions) but
still below the pre-set upper limit of 1500 ,um2.

For the optimized full-adder circuit, we find that all propagation and transition (rise
and fall) delay times are now within the specified limits, i.e., less than 1.2 ns. Figure 1.14
shows the signal propagation delay of both inputs during the same worst-case input
transition depicted in Fig. 1.11. Note that the propagation delay is about 1.0 ns, a
reduction of 50%. The dynamic power dissipation of this circuit is estimated to be 460
lW. Thus, the circuit now satisfies the design specifications given in the beginning.
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Figure 1.13. Modified layout of the full-adder circuit, with optimized transistor dimensions.
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Figure 1.14. Simulated output waveforms of the full-adder circuit with optimized transistor
dimensions, showing the signal propagation delay during the same worst-case transition.
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The full-adder circuit designed in this example can now be used as the basic building
block of an 8-bit binary adder, which accepts two 8-bit binary numbers as input and
produces the binary sum at the output. The simplest such adder can be constructed by a
cascade-connection of eight full adders, where each adder stage performs a two-bit
addition, produces the corresponding sum bit, and passes the carry output on to the next
stage. Hence, this cascade-connected adder configuration is called the carry ripple adder
(Fig. 1. 15). The overall speed of the carry ripple adder is obviously limited by the delay
of the carry bits rippling through the carry chain; therefore, a fast carryout response
becomes essential for the overall performance of the adder chain.

S7

AO Bo A1 B1 A2 B2 A7 B7

Figure 1.15. Block diagram of a carry ripple adder chain consisting of full adders.

Figure 1.16 shows the mask layout of a 4-bit-section of the carry ripple adder circuit
which is designed by simply cascading full-adder cells to form a regular array. Note that
the input signals Ai and Bi are applied to a row of pins along the lower boundary of the
array, while the output signals Si (sum bits) are made available along the upper boundary
of the array. This arrangement of the input and output pins simplifies signal routing by
placing the input bus below, and the output bus above the adder array. Also note that no

S0 Si S9 S3

MN4

'0 D0 1 Da M
2
D

2 M3 03

Figure 1.16. Mask layout of the 8-bit carry ripple adder array.
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additional routing is necessary for the carry signal, since the carry-in and carryout pin
locations of consecutive full-adder cells are aligned against each other. Such structures
are routinely used in circuits where a large number of arithmetic operations are required,
such as arithmetic-logic units (ALUs) and digital signal processing (DSP) circuits. The
overall performance of the multi-bit adder can be further increased by various measures,
and some of these issues will be discussed in later chapters.

The simulated input and output waveforms of the 8-bit binary adder circuit are shown
in Fig. 1.17 for a series of sample input vectors. It can be seen that the sum bit of the last
adder stage is typically generated last, and the overall delay can be as much as 7 ns.

8 Sit Fl1 Add.,
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Figure 1.17. Simulated input and output waveforms of the 8-bit carry ripple adder circuit,
showing a maximum signal propagation delay of about 7 ns.

18

CHAPTER 1

.-.Ie .- I



This example has shown us that the design of CMOS digital integrated circuits
involves a wide range of issues, from Boolean logic to gate-level design, to transistor-
level design, to physical layout design, and to parasitics extraction followed by detailed
circuit simulation for design tuning and performance verification. In essence, the final
output of integrated circuit design is the mask data from which the actual circuit is
fabricated. Thus, it is important to design the layout and, hence, the mask set such that
the fabricated integrated circuits meet test specifications with a high yield.

To achieve such a goal, designers perform extensive simulations using computer
models extracted from the layout data and iterate the design until simulated results meet
the specifications with sufficient margins. In the following chapters, we will discuss the
fabrication of MOS transistors using a set of masks, layout design rules, and electrical
'properties of MOS transistors and their computer models, before discussing the most
basic CMOS inverter circuit.
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CHAPTER 2

FABRICATION OF MOSFETs

2.1. Introduction

In this chapter, the fundamentals of MOS chip fabrication will be discussed and the major
steps of the process flow will be examined. It is not the aim of this chapter to present a
detailed discussion of silicon fabrication technology, which deserves separate treatment
in a dedicated course. Rather, the emphasis will be on the general outline of the process
flow and on the interaction of various processing steps, which ultimately determine the
device and the circuit performance characteristics. The following chapters show that
there are very strong links between the fabrication process, the circuit design process, and
the performance of the resulting chip. Hence, circuit designers must have a working
knowledge of chip fabrication to create effective designs and to optimize the circuits with
respect to various manufacturing parameters. Also, the circuit designer must have a clear
understanding of the roles of various masks used in the fabrication process, and how the
masks are used to define various features of the devices on-chip.

The following discussion will concentrate on the well-established CMOS fabrica-
tion technology, which requires that both n-channel (nMOS) and p-channel (pMOS)
transistors be built on the same chip substrate. To accommodate both nMOS and pMOS
devices, special regions must be created in which the semiconductor type is opposite to
the substrate type. These regions are called wells or tubs. A p-well is created in an n-type
substrate or, alternatively, an n-well is created in a p-type substrate. In the simple n-well
CMOS fabrication technology presented here, the nMOS transistor is created in the p-
type substrate, and the pMOS transistor is created in the n-well, which is built into the p-
type substrate. In the twin-tub CMOS technology, additional tubs of the same type as the
substrate can also be created for device optimization.



The simplified process sequence for the fabrication of CMOS integrated circuits on
a p-type silicon substrate is shown in Fig. 2.1. The process starts with the creation of the
n-well regions for pMOS transistors, by impurity implantation into the substrate. Then,
a thick oxide is grown in the regions surrounding the nMOS and pMOS active regions.
The thin gate oxide is subsequently grown on the surface through thermal oxidation.
These steps are followed by the creation of n+ and p+ regions (source, drain, and channel-
stop implants) and by final metallization (creation of metal interconnects).
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Figure 2.1. Simplified process sequence for the fabrication of the n-well CMOS integrated
circuit with a single polysilicon layer, showing only major fabrication steps.

The process flow sequence pictured in Fig. 2.1 may at first seem to be too abstract,
since detailed fabrication steps are not shown. To obtain a better understanding of the
issues involved in the semiconductor fabrication process, we first have to consider some
of the basic steps in more detail.

2.2. Fabrication Process Flow: Basic Steps

Note that each processing step requires that certain areas are defined on chip by
appropriate masks. Consequently, the integrated circuit may be viewed as a set of



patterned layers of doped silicon, polysilicon, metal, and insulating silicon dioxide. In
general, a layer must be patterned before the next layer of material is applied on the chip.
The process used to transfer a pattern to a layer on the chip is called lithography. Since
each layer has its own distinct patterning requirements, the lithographic sequence must
be repeated for every layer, using a different mask.

To illustrate the fabrication steps involved in patterning silicon dioxide through
optical lithography, let us first examine the process flow shown in Fig. 2.2. The sequence

Si - substrate

..... '..-'....'''............'''' '''''''':''' ....................'' :!:!!!!!!!!'!

. -substrate

Si -substrate

UV - Light

.It I .I I I I I
S102 (Oxide) , ::.- ::.:: .......................... ..... ... :Exposed photoresist

becomes soluble
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Figure 2.2. Process steps required for patterning of silicon dioxide.
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Figure 2.2. Process steps required for patterning of silicon dioxide (continued).

starts with the thermal oxidation of the silicon surface, by which an oxide layer of about
1 m thickness, for example, is created on the substrate (Fig. 2.2(b)). The entire oxide
surface is then covered with a layer of photoresist, which is essentially a light-sensitive,
acid-resistant organic polymer, initially insoluble in the developing solution (Fig.
2.2(c)). If the photoresist material is exposed to ultraviolet (UV) light, the exposed areas
become soluble so that they are no longer resistant to etching solvents. To selectively
expose the photoresist, we have to cover some of the areas on the surface with a mask
during exposure. Thus, when the structure with the mask on top is exposed to UV light,
areas which are covered by the opaque features on the mask are shielded. In the areas
where the UV light can pass through, on the other hand, the photoresist is exposed and
becomes soluble (Fig. 2.2(d)).



* The type of photoresist which is initially insoluble and becomes soluble after
exposure to UV light is called positive photoresist. The process sequence shown in Fig.
2.2 uses positive photoresist. There is another type of photoresist which is initially
soluble and becomes insoluble (hardened) after exposure to UV light, called negative
photoresist. If negative photoresist is used in the photolithography process, the areas

which are not shielded from the UV light by the opaque mask features become insoluble,
whereas the shielded areas can subsequently be etched away by a developing solution.
Negative photoresists are more sensitive to light, but their photolithographic resolution
is not as high as that of the positive photoresists. Therefore, negative photoresists are-used
less commonly in the manufacturing of high-density integrated circuits.

Following the UV exposure step, the unexposed portions of the photoresist can be
removed by a solvent. Now, the silicon dioxide regions which are not covered by
hardened photoresist can be etched away either by using a chemical solvent (HF acid) or
by using a dry etch (plasma etch) process (Fig. 2.2(e)). Note that at the end of this step,
we obtain an oxide window that reaches down to the silicon surface (Fig. 2.2(f)). The
remaining photoresist can now be stripped from the silicon dioxide surface by using

another solvent, leaving the patterned silicon dioxide feature on the surface as shown in
Fig. 2.2(g).

The sequence of process steps illustrated in detail in Fig. 2.2 actually accomplishes
a single pattern transfer onto the silicon dioxide surface, as shown in Fig. 2.3. The
fabrication of semiconductor devices requires several such pattern transfers to be
performed on silicon dioxide, polysilicon, and metal. The basic patterning process used
in all fabrication steps, however, is quite similar to the one shown in Fig. 2.2. Also note

Si -substrate

Figure 2.3. The result of a single lithographic patterning sequence on silicon dioxide, without
showing the intermediate steps. Compare the unpatterned structure (top) and the patterned
structure (bottom) with Fig. 2.2(b) and Fig. 2.2(g), respectively.
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that for accurate generation of high-density patterns required in sub-micron devices,
electron beam (E-beam) lithography is used instead of optical lithography. In the
following, the main processing steps involved in the fabrication of an n-channel MOS
transistor on a p-type silicon substrate will be examined.

Fabrication of the nMOS Transistor

The process starts with the oxidation of the silicon substrate (Fig. 2.4(a)), in which a
relatively thick silicon dioxide layer, also called field oxide, is created on the surface (Fig.
2.4(b)). Then, the field oxide is selectively etched to expose the silicon surface on which
the MOS transistor will be created (Fig. 24(c)). Following this step, the surface is
covered with a thin, high-quality oxide layer, which will eventually form the gate oxide

of the MOS transistor (Fig. 2.4(d)). On top of the thin oxide layer, a layer of polysilicon
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Figure 2.4. Process flow for the fabrication of an n-type MOSFET on p-type silicon.
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26 (polycrystalline silicon) is deposited (Fig. 2.4(e)). Polysilicon is used both as gate
electrode material for MOS transistors and also as an interconnect medium in silicon

CHAPTER 2 integrated circuits. Undoped polysilicon has relatively high resistivity. The-resistivity of
polysilicon can be reduced, however, by doping it with impurity atoms.

After deposition, the polysilicon layer is patterned and etched to form the intercon-
nects and the MOS transistor gates (Fig. 2.4(f)). The thin gate oxide not covered by
polysilicon is also etched away, which exposes the bare silicon surface on which the
source and drainjunctions are to be formed (Fig. 2.4(g)). The entire silicon surface is then
doped with a high concentration of impurities, either through diffusion or ion implanta-
tion (in this case with donor atoms to produce n-type doping). Figure 2.4(h) shows that
the doping penetrates the exposed areas on the silicon surface, ultimately creating two n-
type regions (source and drain junctions) in the p-type substrate. The impurity doping
also penetrates the polysilicon on the surface, reducing its resistivity. Note that the

Polysilicon
Thin oxide .

SiO2 (Oxide)

(e)
Si - substrate

Polysilicon

Thin oxide

SiO2 (Oxide)

(1)
Si -substrate

SiO2 (Oxide)

(9)I Si -substrate I

Figure 2.4. Process flow for the fabrication of an n-type MOS transistor (continued).
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polysilicon gate, which is patterned before doping, actually defines the precise location
;,of the channel region and, hence, the location of the source and the drain regions. Since
this procedure allows very precise positioning of the two regions relative to the gate, it
is also called the self-aligned process.

Once the source and drain regions are completed, the entire surface is again covered
with an insulating layer of silicon dioxide (Fig. 2.4(i)). The insulating oxide layer is then
patterned in order to provide contact windows for the drain and source junctions (Fig.
2.4(j)). The surface is covered with evaporated aluminum which will form the intercon-
nects (Fig. 2.4(k)). Finally, the metal layer is patterned and etched, completing the
interconnection of the MOS transistors on the surface (Fig. 2.4(1)). Usually, a second (and
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Figure 2.4. Process flow for the fabrication of an n-type MOS transistor (continued).
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Figure 2.4. Process flow for the fabrication of an n-type MOS transistor (continued).

third) layer of metallic interconnect can also be added on top of this structure by creating
another insulating oxide layer, cutting contact (via) holes, depositing, and patterning the
metal. The major process steps for the fabrication of an nMOS transistor on p-type silicon
substrate are also illustrated in Plate 1 and Plate 2. The color figures were generated using
the DIOSm multi-dimensional process simulator, a process simulation software by ISE
Integrated Systems Engineering AG, Zurich, Switzerland.

Device Isolation Techniques

The MOS transistors that comprise an integrated circuit must be electrically isolated
from each other during fabrication. Isolation is required to prevent unwanted conduction
paths between the devices, to avoid creation of inversion layers outside the channel
regions of transistors, and to reduce leakage currents. To achieve a sufficient level of
electrical isolation between neighboring transistors on a chip surface, the devices are
typically created in dedicated regions called active areas, where each active area is
surrounded by a relatively thick oxide barrier called the field oxide.

One possible technique to create isolated active areas on silicon surface is first to
grow a thick field oxide over the entire surface of the chip, and then to selectively etch
the oxide in certain regions, to define the active areas. This fabrication technique, called
etchedfield-oxide isolation, is already illustrated in Fig. 2.4(b) and Fig. 2.4(c). Here, the
field oxide is selectively etched away to expose the silicon surface on which the MOS

/h



transistor will be created. Although the technique is relatively straightforward, it also has 29
some drawbacks. The most significant disadvantage is that the thickness of the field
oxide leads to rather large oxide steps at the boundaries between active areas and isolation Fabrication
(field) regions. When polysilicon and metal layers are deposited over such boundaries in of MOSFETs
subsequent process steps, the sheer height difference at the boundary can cause cracking
of deposited layers, leading to chip failure. To prevent this, most manufacturers prefer
isolation techniques that partially recess the field oxide into the silicon surface, resulting
in a more planar surface topology.

Local Oxidation of Silicon (LOCOS)

The local oxidation of silicon (LOCOS) technique is based on the principle of selectively
growing the field oxide in certain regions, instead of selectively etching away the active
areas after oxide growth. Selective oxide growth is achieved by shielding the active areas
with silicon nitride (Si3 N4) during oxidation, which effectively inhibits oxide growth.
The basic steps of the LOCOS process are illustrated in Fig. 2.5.

First, a thin pad oxide (also called stress-relief oxide) is grown on the silicon surface,
followed by the deposition and patterning of a silicon nitride layer to mask (i.e., to define)
the active areas (Fig. 2.5(a)). The thin pad oxide underneath the silicon nitride layer is
used to protect the silicon surface from stress caused by nitride during the subsequent
process steps. The exposed areas of the silicon surface, which will eventually form the
isolation regions, are doped with a p-type impurity to create the channel-stop implants
that surround the transistors (Fig. 2.5(b)). Next, a thick field oxide is grown in the areas
not covered with silicon nitride, as shown in Fig. 2.5(c). Notice that the field oxide is
partially recessed into the surface since the thermal oxidation process also consumes
some of the silicon. Also, the field oxide forms a lateral extension under the nitride layer,
called the bird's beak region. This lateral encroachment is mainly responsible for a
reduction of the active area. The silicon nitride layer and the thin pad oxide layer are
etched in the final step (Fig. 2.5(d)), resulting in active areas surrounded by the partially
recessed field oxide.

The LOCOS process is a popular technique used for achieving field oxide isolation
with a more planar surface topology.-Several additional measures have also been
developed over the years to control the lateral bird's beak encroachment, since this
encroachment ultimately limits device scaling and device density in VLSI circuits.

2.3. The CMOS n-Well Process

Having examined the basic process steps for pattern transfer through lithography and
having gone through the fabrication procedure of a single n-type MOS transistor, we can
now return to the generalized fabrication sequence of n-well CMOS integrated circuits,
as shown in Fig. 2.1. In the following figures, some of the important process steps
involved in the fabrication of a CMOS inverter will be shown by a top view of the
lithographic masks and a cross-sectional view of the relevant areas.

The n-well CMOS process starts with a moderately doped (with impurity concentra-
tion typically less than 1015 cm-3) p-type silicon substrate. Then, an initial oxide layer is
grown on the entire surface. The first lithographic mask defines the n-well region. Donor
atoms, usually phosphorus, are implanted through this window in the oxide.
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Figure 2.5. Basic steps of the LOCOS process to create oxide isolation around active areas.

Once the n-well is created, the active areas of the nMOS and pMOS transistors can be
defined. Figures 2.6 through 2.11 illustrate the significant milestones that occur during
the fabrication process of a CMOS inverter. The main process steps for the fabrication
of a CMOS inverter are also illustrated in Plate 3, Plate 4 and Plate 5. The cross-sectional
figures presented here were generated using the DIOS' multi-dimensional process
simulator and PROSITTm 3-D structural modeling tool, by ISE Integrated Systems
Engineering AG, Zurich, Switzerland.
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Figure 2.6. Following the creation of the n-well region, a thick field oxide is grown in the areas
surrounding the transistor's active regions, and a thin gate oxide is grown on top of the active
regions. The thickness and the quality of the gate oxide are two of the most critical fabrication
parameters, since they strongly affect the operational characteristics of the MOS transistor, as well
as its long-term reliability. After Atlas of IC Technologies, by W. Maly [1].
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Figure 2.7. The polysilicon layer is deposited using chemical vapor deposition (CVD) and
patterned by dry (plasma) etching. The created polysilicon lines will function as the gate
electrodes of the nMOS and the pMOS transistors and their interconnects. Also, the polysilicon
gates act as self-aligned masks for the source and drain implantations that follow this step. After
Atlas of IC Technologies, by W. Maly [1].
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Figure 2.8. Using a set of two masks, the n+ and p+ regions are implanted into the substrate and
into the n-well, respectively. Also, the ohmic contacts to the substrate and to the n-well are
implanted in this process step. After Atlas of IC Technologies, by W. Maly [1].
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Figure 2.9. An insulating silicon dioxide layer is deposited over the entire wafer using CVD.
Then, the contacts are defined and etched away to expose the silicon or polysilicon contact
windows. These contact windows are necessary to complete the circuit interconnections using the
metal layer, which is patterned in the next step. After Atlas of IC Technologies, by W. Maly [ 1 ].
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Figure 2.10. Metal (aluminum) is deposited over the entire chip surface using metal evapora-
tion, and the metal lines are patterned through etching. Since the wafer surface is non-planar, the
quality and the integrity of the metal lines created in this step are very critical and are ultimately
essential for circuit reliability. After Atlas of IC Technologies, by W. Maly [1].
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Figure 2.11. The composite layout and the resulting cross-sectional view of the chip, showing
one nMOS and one pMOS transistor (in the n-well), and the polysilicon and metal interconnec-
tions. The final step is to deposit the passivation layer (for protection) over the chip, except over
wire-bonding pad areas. After Atlas of IC Technologies, by W. Maly [1].
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2.4. Layout Design Rules

The physical mask layout of any circuit to be manufactured using a particular process
must conform to a set of geometric constraints or rules, which are generally called layout
design rules. These rules usually specify the minimum allowable line widths for physical
objects on-chip such as metal and polysilicon interconnects or diffusion areas, minimum
feature dimensions, and minimum allowable separations between two such features. If
a metal line width is made too small, for example, it is possible for the line to break during
the fabrication process or afterwards, resulting in an open circuit. If two lines are placed
too close to each other in the layout, they may form an unwanted short circuit by merging
during or after the fabrication process. The main objective of design rules is to achieve,
for any circuit to be manufactured with a particular process, a high overall yield and
reliability while using the smallest possible silicon area.

. Note that there is usually a trade-off between higher yield, which is obtained through
conservative geometries, and better area efficiency, which is obtained through aggres-
sive, high-density placement of various features on the chip. The layout design rules
which are specified for a particular fabrication process normally represent a reasonable
optimum point in terms of yield and density. It must be emphasized, however, that the
design rules do not represent strict boundaries which separate "correct" designs from
"incorrect" ones. A layout which violates some of the specified design rules may still
result in an operational circuit with reasonable yield, whereas another layout observing
all specified design rules may result in a circuit which is not functional and/or has very
low yield. To summarize, we can say, in general, that observing the layout design rules
significantly increases the probability of fabricating a successful product with high yield.

The design rules are usually described in two ways:

(i) Micron rules, in which the layout constraints such as minimum feature sizes and
minimum allowable feature separations are stated in terms of absolute
dimensions in micrometers, or,

(ii) Lambda rules, which specify the layout constraints in terms of a single
parameter (X) and thus allow linear, proportional scaling of all geometrical
constraints.

Lambda-based layout design rules were originally devised to simplify the industry-
standard micron-based design rules and to allow scaling capability for various processes.
It must be emphasized, however, that most of the submicron CMOS process design rules
do not lend themselves to straightforward linear scaling. The use of lambda-based design
rules must therefore be handled with caution in submicron geometries. In the following,
we present a sample set of the lambda-based layout design rules devised for the MOSIS
(MOS Implementation System) CMOS process and illustrate the implications of these
rules on a section of a simple layout which includes two transistors (Fig. 2.12). The
complete set of MOSIS CMOS scalable design rules are also illustrated in color in Plate
6 and Plate 7.
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38 MOSIS Layout Design Rules (sample set)

CHAPTER 2
Rule number Description A-Rule

Active area rules

RI Minimum active area width 3X
R2 Minimum active area spacing 3X

Polysilicon rules

R3 Minimum poly width 2X
R4 Minimum poly spacing 2X
R5 Minimum gate extension of poly over active 2X
R6 Minimum poly-active edge spacing LX

(poly outside active area)
R7 Minimum poly-active edge spacing 3X

(poly inside active area)

Metal rules

R8 Minimum metal width 3X
R9 Minimum metal spacing 3X

Contact rules

R10 Poly contact size 2X
RlI Minimum poly contact spacing 2X
R12 Minimum poly contact to poly edge spacing LX
R13 Minimum poly contact to metal edge spacing Lx
R14 Minimum poly contact to active edge spacing 3X

R15 Active contact size 2X
R16 Minimum active contact spacing 2X

(on the same active region)
R17 Minimum active contact to active edge spacing 1X
R18 Minimum active contact to metal edge spacing LX
R19 Minimum active contact to poly edge spacing 3X
R20 Minimum active contact spacing 6X

(on different active regions)

Figure 2.12. Illustration of some of the typical MOSIS layout design rules.
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Figure 2.12. Illustration of some of the typical MOSIS layout design rules (continued).
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2.5. Full-Custom Mask Layout Design

CHAPTER 2 In this section, the basic mask layout principles for CMOS inverters and logic gates will
be presented. The design of physical layout is very tightly linked to overall circuit
performance (area, speed, and power dissipation) since the physical structure directly
determines the transconductances of the transistors, the parasitic capacitances and
resistances, and obviously, the silicon area which is used for a certain function. On the

other hand, the detailed mask layout of logic gates requires a very intensive and time-
consuming design effort, which is justifiable only in special circumstances where the area

and/or the performance of the circuit must be optimized under very tight constraints.
Therefore, automated layout generation (e.g., using a standard cell library, computer-
aided placement-and-routing) is typically preferred for the design of most digital VLSI
circuits. In order to judge the physical constraints and limitations, however, the VLSI
designer must also have a good understanding of the physical mask layout process.

The physical (mask layout) design of CMOS logic gates is an iterative process which
starts with the circuit topology (to realize the desired logic function) and the initial sizing
of the transistors (to realize the desired performance specifications). At this point, the
designer can only estimate the total parasitic load at the output node, based on the fan-

out, the number of devices, and the expected length of the interconnection lines. If the
logic gate contains more than 4 to 6 transistors, the topological graph representation and

the Euler-path method allow the designer to determine the optimum ordering of the
transistors (see Chapter 7). A simple stick diagram layout can now be drawn, showing the
locations of the transistors, the local interconnections between the transistors, and the
locations of the contacts.

After a topologically feasible layout is found, the mask layers are drawn (using a
layout editor tool) according to the layout design rules. This procedure may require

several small iterations in order to accommodate all the design rules, but the basic
topology should not change very significantly. Following the final DRC (Design Rule
Check), a circuit extraction procedure is performed on the-finished layout to determine
the actual transistor sizes, and more importantly, the parasitic capacitances at each node.
The result of the extraction step is usually a detailed SPICE input file, which is

automatically generated by the extraction tool. Now, the actual performance of the circuit
can be determined by performing a SPICE simulation, using the extracted net-list. If the
simulated circuit performance (e. g., transient response times or power dissipation) do not
match the desired specifications, the layout must be modified and the whole process must
be repeated. The layout modifications are usually concentrated on the (W/L) ratios of the
transistors (transistor resizing), since the width-to-length ratios of the transistors deter-
mine the device transconductance and the parasitic source/drain capacitances. The

designer may also decide to change parts or all of the circuit topology in order to reduce
the parasitics. The flow diagram of this iterative process is shown in Fig. 2.13.

CMOS Inverter Layout Design

In the following, the mask layout design of a CMOS inverter will be examined step-by-
step, as an example for the application of layout design rules. First, we need to create the
individual transistors according to the design rules. Assume that we attempt to design the
inverter with minimum-size transistors. The width of the active area is then determined
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Layout Complete

Figure 2.13. Typical design flow for the production of a mask layout.



by the minimum diffusion contact size (which is necessary for source and drain
connections) and the minimum separation from diffusion contact to both active area
edges. The width of the polysilicon line over the active area (which is the gate of the
transistor) is typically taken as the minimum poly width (Fig. 2.14). Then, the minimum
overall length of the active area is determined by the following sum: (minimum
polysilicon width) + 2 x (minimum poly-to-contact spacing) + 2 x (minimum contact
size) + 2 x (minimum spacing from contact to active area edge).

minimum width
of polysilicon

minimum separation from
contact to active edge I

minimum contact sizeI

minimum separation from l
contact to active edge

minimum
contact size

minimum separation from
contact to actlv Mo.

minimum separation from
contact to polysilicon edge

minimum length of active area

Figure 2.14. Design rules which determine the dimensions of a minimum-size transistor.

The pMOS transistor must be placed in an n-well region, and the minimum size of
the n-well is dictated by the pMOS active area and the minimum n-well overlap over n+.
The distance between the nMOS and the pMOS transistor is determined by the minimum
separation between the n+ active area and the n-well (Fig. 2.15). The polysilicon gates
of the nMOS and the pMOS transistors are usually aligned, so that the gate connections
can be made with a single polysilicon line of least possible length. The reason for avoiding
long polysilicon connections (as a general layout practice) is the fact that the large
parasitic resistance and the parasitic capacitance of polysilicon lines may result in
significant RC delays; Thus, even local signal connections are preferably made with
metal lines as much as possible, and metal-polysilicon contacts are used to provide the
electrical connection between the two layers, wherever necessary.

The final step in the mask layout is the local interconnections in metal for the output
node, VDD and GND contacts (Fig. 2.16). The dimensions of metal lines in a mask layout
are usually dictated by the minimum metal width and the minimum metal separation
(between two neighboring lines, on the same level). Notice that in order to be biased
properly, the n-well region must also have a VDD contact.
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I
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Figure 2.15. Design rules which determine the separation between the nMOS and the pMOS
transistor of the CMOS inverter.

Having examined the main steps of a typical CMOS inverter mask layout design, we
have to emphasize that this example obviously represents only one of many possibilities
for the layout of this circuit. The layout design rules dictate a set of limitations for the
mask geometry, yet the full-custom layout design process still allows a large number of
variations in terms of device sizing, the placement of individual devices, and the routing
of interconnections between the devices; even for a simple circuit consisting of only two
transistors. Depending on the dominant design criteria and design constraints (minimi-
zation of overall silicon area, minimization of delay times, placement of input/output
pins, etc.), one can choose a certain mask layout design over other alternatives. Some
layout examples of CMOS inverters and simple logic gates are also presented in Plate 8.
Notice that the number of layout possibilities also tends to increase with circuit
complexity, i.e., with the number of transistors involved in the design.
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Figure 2.16. Complete mask layout of the CMOS inverter.
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Exercise Problems

2.1 Design three masks for diffusion, window, and metal layers to realize a 1-ko
resistor with n-type diffusion with sheet resistance of 100 Q per square and lead
metal lines. The minimum feature size allowed is 1 gim for line width and window
opening. Also, 0.5-grm extension of metal feature and diffusion feature over the
window opening is required.

2.2 Discuss whether the mask set in Problem 2.1 will realize the resistance exactly.
What would be the effect of window design on the resistance? Discuss at least two
other mechanisms in the processing that can make the processed resistance deviate
from the target value even if the effect of the window is neglected.

2.3 Let us now assume that the variation in the resistance is affected only by the exact
line feature sizes. Discuss the pros and cons of having the line width at a minimum
as compared to making the width larger than the minimum width.

2.4 A method for reducing interconnection resistance in the polysilicon lines is to use
silicide material deposited on top to form polycide. This process can reduce the
nominal sheet resistance from 20 Q to 2 Q or even less. For the same purpose,
silicide material is also deposited on top of source and drain diffusions in MOS
transistors. Thus, a single-step deposition of silicide can be achieved on polysilicon
gates and source and drain regions of MOS transistors. Discuss how such
deposition can be achieved without causing electrical shorts between the gate and
source or drain of an individual transistor.

2.5 In VLSI technologies with multiple layers of metallic interconnects, one of the
most yield-limiting processes is the patterning of metal lines, especially when the
surface features before metal deposition are not flat. To achieve flat surfaces,
chemical mechanical polishing (CMP) has been introduced. Discuss the side
effects of CMP on the circuit performance and on the process steps that follow
CMP.

2.6 Discuss the difficulties in processing a window mask which contains a wide
variation of window sizes, i.e., both very large rectangles and minimum-size
square shapes. In particular, what problem would you expect when the process
control is based on the monitoring of the smallest windows? How about the
opposite case in which the process control is based on the largest window?



2.7 Photolithography has been the driving force behind massive processing of MOS
chips at low cost. Despite significant improvements in both photolithography and
photoresist materials, it has become increasingly more difficult to process very
small, deep submicron feature sizes. Alternatives can be X-ray lithography or
direct electron-beam writing. Discuss the difficulties inherent in such alternatives.

2.8 Consider a chip design using 10 mask levels. Suppose that each mask can be made
with 98% yield. Determine the composite mask yield for the set of 10 masks.
Would the processed chip yield be lower or higher than this composite yield? If
your results are inconclusive, explain the reason.
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CHAPTER 3

MOS TRANSISTOR

The MOS Field Effect Transistor (MOSFET) is the fundamental building block of MOS
and CMOS digital integrated circuits. Compared to the bipolar junction transistor (BJT),
the MOS transistor occupies a relatively smaller silicon area, and its fabrication involves
fewer processing steps. These technological advantages, together with the relative
simplicity of MOSFET operation, have helped make the MOS transistor the most widely
used switching device in LSI and VLSI circuits. In this chapter, we will examine the basic
structure and the electrical behavior of nMOS (-channel MOS), as well as pMOS (p-
channel MOS) devices. The nMOS transistor is used as the primary switching device in
virtually all digital circuit applications, whereas the pMOS transistor is used mostly in
conjunction with the nMOS device in CMOS circuits. However, the basic operation
principles of both nMOS and pMOS transistors are very similar to each other.

This chapter starts with a detailed investigation of the basic electrical and physical
properties of Metal Oxide Semiconductor (MOS) systems, upon which the MOSFET
structure is based. We will consider the effects of external bias conditions on charge
distribution in the MOS system and on the conductance of free carriers. It will be shown
that, in field effect devices, the current flow is controlled by externally applied electric
fields, and that the operation depends only on the majority carrier flow between two
device terminals. Next, the current-voltage characteristics of MOS transistors will be
examined in detail, including physical limitations imposed by small device geometries
and various second-order effects observed in MOSFETs. Note that these considerations
will be particularly important for the overall performance of large-scale digital circuits
built by using small-geometry MOSFET devices.



3.1. The Metal Oxide Semiconductor (MOS) Structure

We will start our investigation by considering the electrical behavior of the simple two-.
terminal MOS structure shown in Fig. 3.1. Note that the structure consists of three layers:
The metal gate electrode, the insulating oxide (SiO2) layer, and the p-type bulk
semiconductor (Si), called the substrate. As such, the MOS structure forms a capacitor,
with the gate and the substrate acting as the two terminals (plates) and the oxide layer as
the dielectric. The thickness of the silicon dioxide layer is usually between 10 nm and 50
nm. The carrier concentration and its local distribution within the semiconductor
substrate can now be manipulated by the external voltages applied to the gate and
substrate terminals. A basic understanding of the bias conditions for establishing
different carrier concentrations in the substrate will also provide valuable insight into the
operating conditions of more complicated MOSFET structures.

I V9 (Gate voltage)

Gate -_

Oxide
siO)

Semiconauctor
substrate \

I Oxide
....... thickness

p-type doped Si

V (Substrate voltage)

Figure 3.1. Two-terminal MOS structure.

Consider first the basic electrical properties of the semiconductor (Si) substrate,
which acts as one of/the electrodes of the MOS capacitor. The equilibrium concentrations
of mobile carriers in a semiconductor always obey the Mass Action Law given by

2f-p =fl, . (3.1)

Here, n and p denote the mobile carrier concentrations of electrons and holes, respec-
tively, and ni denotes the intrinsic carrier concentration of silicon, which is a function of
the temperature T. At room temperature, i.e., T= 300 K, ni is approximately equal to 1.45
x 1010 cm-3. Assuming that the substrate is uniformly doped with an acceptor (e.g.,
Boron) concentration NA, the equilibrium electron and hole concentrations in the p-type
substrate are approximated by

n po i
Po NA (3.2)

PPO- NA
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The doping concentrationNA is typically on the order of 1015 to 1016 cm-3; thus, itis much
greater than the intrinsic carrier concentration n . Note that the bulk electron and hole
concentrations given in (3.2) are valid in the regions farther away from the surface, where
the semiconductor substrate and the oxide layer meet. The conditions on the surface,
however, are far more significant for the electrical behavior and the operation of the MOS
system, and we will discuss these conditions in more detail.

The energy band diagram of the p-type substrate is shown in Fig. 3.2. The band-gap
between the conduction band and the valence band for silicon is approximately 1.1 eV.
The location of the equilibrium Fermi level EF within the band-gap is determined by the
doping type and the doping concentration in the silicon substrate. The Fermi potential OF,
which is a function of temperature and doping, denotes the difference between the
intrinsic Fermi level Ej, and the Fermi level EF.

O:F = t (3.3)
q

>, Eo , Free space

qX

Ec Conduction band

energy
1.1eV

E i - - - r- Intrinsic Fermi level

E Fp Fermi level

Ev Valence band

Figure 3.2, Energy band diagram of a p-type silicon substrate.

For a p-type semiconductor, the Fermi potential can be approximated by

O~~p In n' ~~~~(3.4)
q NA

whereas for an n-type semiconductor (doped with a donor concentration ND), the Fermi
potential is given by

O =TIn- (3.5)
q n,

Here, k denotes the Boltzmann constant and q denotes the unit (electron) charge. Note that
the definitions given in (3.4) and (3.5) result in a positive Fermi potential for n-type
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material, and a negative Fermi potential for p-type material. We will use this convention
throughout the text. The electron affinity of silicon, which is the potential difference
between the conduction band level and the vacuum (free-space) level, is denoted by qX
in Fig. 3.2. The energy required for an electron to move from the Fermi level into free
space is called the work function qs, and is given by

q'Is = qX + (EC - EF) (3.6)

Metal (Al) Oxide Semiconductor (Si)

4.1 eV

EFm

qX oxide

r 1 0.95 eV
qX silicon
4.15eV

EC --- _I,

Band-gap
energy
1.1 eV

Ep - - I - -

E~~p I ~q0Fp

E, 

8 eV

Figure 3.3. Energy band diagrams of the components that make up the MOS system.

The insulating silicon dioxide layer between the silicon substrate and the gate has a large
band-gap of about 8 eV and an electron affinity of about 0.95 eV. On the other hand, the
work function q0M of an aluminum gate is about 4.1 eV. Figure 3.3 shows the energy
band diagrams of metal, oxide, and semiconductor layers in a MOS system as three
separate components.

Now consider that the three components of the ideal MOS system are brought into
physical contact. The Fermi levels of all three materials must line up, as they form the
MOS capacitor shown in Fig. 3.1. Because of the work-function difference between the
metal and the semiconductor, a voltage drop occurs across the MOS system. Part of this
built-in voltage drop occurs across the insulating oxide layer. The rest of the voltage drop
(potential difference) occurs at the silicon surface next to the silicon-oxide interface,
forcing the energy bands of silicon to bend in this region. The resulting combined energy
band diagram of the MOS system is shown in Fig. 3.4. Notice that the equilibrium Fermi
levels of the semiconductor (Si) substrate and the metal gate are at the same potential. The
bulk Fermi level is not significantly affected by the band bending, whereas the surface
Fermi level moves closer to the intrinsic Fermi (mid-gap) level. The Fermi potential at
the surface, also called surface potential Os, is smaller in magnitude than the bulk Fermi
potential OF,

50

CHAPTER 3

F.

"C - j



51

MOS Transistor

Ep

Semiconductor (Si)
p-type

Figure 3.4. Energy band diagram of the combined MOS system.

Example 3.1.

Consider the MOS structure that consists of a p-type doped silicon substrate, a silicon
dioxide layer, and a metal (aluminum) gate. The equilibrium Fermi potential of the
doped silicon substrate is given as q0Fp= 0.2 eV. Using the electron affinity for silicon
and the work function for aluminum given in Fig. 3.3, calculate the built-in potential
difference across the MOS system. Assume that the MOS system contains no other
charges in the oxide or on the silicon-oxide interface.

First, we have to calculate the work function for the doped silicon, which is given by
(3.6). Since the electron affinity of silicon is 4.15 eV, the work function qOs is found as

qsi =4.l5eV+0.75eV=4.9eV

Now calculate the work function difference between the silicon substrate and the
aluminum gate. Note that the work function of aluminum is given as 4.1 eV in Fig. 3.3.
Thus, the built-in potential difference across this MOS system is

q0M - 0S = 4.1 eV - 4.9 eV = -0. 8 eV

If a voltage corresponding to this potential difference is applied externally between the
gate and the substrate, the bending of the energy bands near the surface can be
compensated, i.e., the energy bands become "flat." Thus, the voltage defined by

VFB = M AOS

is called the flat-band voltage.

EFm

Metal (Al) Oxide

A- -- --- --- ---



3.2. The MOS System under External Bias

We now turn our attention to the electrical behavior of the MOS structure under
externally applied bias voltages. Assume that the substrate voltage is set at VB = 0, and
let the gate voltage be the controlling parameter. Depending on the polarity and the
magnitude of VG, three different operating regions can be observed for the MOS system:
accumulation, depletion, and inversion.

If a negative voltage VG is applied to the gate electrode, the holes in the p-type
substrate are attracted to the semiconductor-oxide interface. The majority carrier concen-
tration near the surface becomes larger than the equilibrium hole concentration in the
substrate; hence, this condition is called carrier accumulation on the surface (Fig. 3.5).
Note that in this case, the oxide electric field is directed towards the gate electrode. The
negative surface potential also causes the energy bands to bend upward near the surface.
While the hole density near the surface increases as a result of the applied negative gate
bias, the electron (minority carrier) concentration decreases as the negatively charged
electrons are pushed deeper into the substrate.

Metal (Al) Oxide

EFm -

qV. 

Semiconductor (Si)
P-type

\ < - EC

............---------------- E;

A_ ~~~EFp
'I-, - E,

Figure 3.5. The cross-sectional view and the energy band diagram of the MOS structure
operating in accumulation region.

Now consider the next case in which a small positive gate bias VG is applied to the
gate electrode. Since the substrate bias is zero, the oxide electric field will be directed
towards the substrate in this case. The positive surface potential causes the energy bands
to bend downward near the surface, as shown in Fig. 3.6. The majority carriers, i.e., the
holes in the substrate, will be repelled back into the substrate as a result of the positive
gate bias, and these holes will leave negatively charged fixed acceptor ions behind. Thus,
a depletion region is created near the surface. Note that under this bias condition, the
region near the semiconductor-oxide interface is nearly devoid of all mobile carriers.

The thickness xd of this depletion region on the surface can easily be found as a
function of the surface potential s. Assume that the mobile hole charge in a thin
horizontal layer parallel to the surface is
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T VG > 0 (small)

E 4 i3i:& ~x :Ei x |Oxide

p-type Si substrate

VB= 0

Metal (Ai) Oxide Semiconductor (Si)

Depletion region
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Ec

El
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Figure 3.6. The cross-sectional view and the energy band diagram of the MOS structure
operating in depletion mode, under small gate bias.

dQ = -q NA dx (3.7)

The change in surface potential required to displace this charge sheet dQ by a distance
Xd away from the surface can be found by using the Poisson equation.

do, = X Q = q NA dx
Esi Esi

(3.8)

Integrating (3.7) along the vertical dimension (perpendicular to the surface) yields

s Xd

fJd.=N q.NA.x dx

F 0 ESi

2 qNA2 Esi

(3.9)

(3.10)

Thus, the depth of the depletion region is

X _ 2ecsj - FI
X= q -NA (3.11)

and the depletion region charge density, which consists solely of fixed acceptor ions in
this region, is given by the following expression
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The amount of this depletion region charge plays a very important role in the analysis of
threshold voltage, as we will examine shortly.

To complete our qualitative overview of different bias conditions and their effects
upon the MOS system, consider next a further increase in the positive gate bias. As a result
of the increasing surface potential, the downward bending of the energy bands will
increase as well. Eventually, the mid-gap energy level Ei becomes smaller than the Fermi
level EFP on the surface, which means that the substrate semiconductor in this region
becomes n-type. Within this thin layer, the electron density is larger than the majority
hole density, since the positive gate potential attracts additional minority carriers
(electrons) from the bulk substrate to the surface (Fig. 3.7). The n-type region created near
the surface by the positive gate bias is called the inversion layer, and this condition is
called surface inversion. It will be seen that the thin inversion layer on the surface with
a large mobile electron concentration can be utilized for conducting current between two
terminals of the MOS transistor.

Metal (Al) Oxide Semiconductor (Si)

EFm

EC

El

EFp
Ev

Figure 3.7. The cross-sectional view and the energy band diagram of the MOS structure in
surface inversion, under larger gate bias voltage.

As a practical definition, the surface is said to be inverted when the density of mobile
electrons on the surface becomes equal to the density of holes in the bulk (p-type)
substrate. This condition requires that the surface potential has the same magnitude, but
the reverse polarity, as the bulk Fermi potential OF. Once the surface is inverted, any
further increase in the gate voltage leads to an increase of mobile electron concentration
on the surface, but not to an increase of the depletion depth. Thus, the depletion region
depth achieved at the onset of surface inversion is also equal to the maximum depletion
depth, xdm, which remains constant for higher gate voltages. Using the inversion
condition Os = O IF, the maximum depletion region depth at the onset of surface inversion
can be found from (3.11) as follows:
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~~~~~~~~qNA (31) MOS Transistor

The creation of a conducting surface inversion layer through externally applied gate bias
is an essential phenomenon for current conduction in MOS transistors. In the following
section, we will examine the structure and the operation of the MOS Field Effect
Transistor (MOSFET).

3.3. Structure and Operation of MOS Transistor (MOSFET)

The basic structure of an n-channel MOSFET is shown in Fig. 3.8. This four-terminal
device consists of a p-type substrate, in which two n+ diffusion regions, the drain and the
source, are formed. The surface of the substrate region between the drain and the source
is covered with a thin oxide layer, and the metal (or polysilicon) gate is deposited on top
of this gate dielectric. The midsection of the device can easily be recognized as the basic
MOS structurewhich was examined in the previous sections. The two n+ regions will be
the current-conducting terminals of this device. Note that the device structure is
completely symmetrical with respect to the drain and source regions; the different roles
of these two regions will bedefined only in conjunction with the applied terminal voltages
and the direction of the current flow.

tGATE

Figure 3.8. The physical structure of an n-channel enhancement-type MOSFET.

A conducting channel will eventually be formed through applied gate voltage in the
section of the device between the drain and the source diffusion regions. The distance
between the drain and source diffusion regions is the channel length L, and the lateral
extent of the channel (perpendicular to the length dimension) is the channel width W.
Both the charnel length and the channel width are important parameters which can be
used to control some of the electrical properties of the MOSFET. The thickness of the
oxide layer covering the channel region, tx, is also an important parameter.

A MOS transistor which has no conducting channel region at zero gate bias is called
'an enhancement-type (or enhancement-mode) MOSFET. If a conducting channel already
exists at zero gate bias, on the other hand, the device is called a depletion-type (or
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depletion-mode) MOSFET. In a MOSFET with p-type substrate and with n+ source and
drain regions, the channel region to be formed on the surface is n-type. Thus, such a device
with p-type substrate is called an n-channel MOSFET. In a MOSFET with n-type
substrate and with p+ source and drain regions, on the other hand, the channel is p-type
and the device is called a p-channel MOSFET.

D D D

G qd B G Gd:

S S

G H ~B G- G -~

S

4-Terminal Simplified Simplified

n-channel MOSFET

D D D

4-Terminal Simplified Simplified

p-channel MOSFET

Figure 3.9. Circuit symbols for n-channel and p-channel enhancement-type MOSFETs.

The abbreviations used for the device terminals are: G for the gate, D for the drain,
S for the source, and B for the substrate (or body). In an n-channel MOSFET, the source
is defined as the n region which has a lower potential than the other n region, the drain.
By convention, all terminal voltages of the device are defined with respect to the source
potential. Thus, the gate-to-source voltage is denoted by VGS, the drain-to-source voltage
is denoted by VDS, and the substrate-to-source voltage is denoted by VBS. Circuit symbols
for both n-channel and p-channel enhancement-type MOSFETs are shown in Fig. 3.9.
While the four-terminal symbolic representation shows all external terminals of the
device, the simple three-terminal representation will also be used extensively. Note that
in the simple MOSFET circuit symbol, the small arrow always marks the source terminal.

Consider first the n-channel enhancement-type MOSFET shown in Fig. 3.8. The
simple operation principle of this device is: control the current conduction between the
source and the drain, using the electric field generated by the gate voltage as a control
variable. Since the current flow in the channel is also controlled by the drain-,to-source
voltage and by the substrate voltage, the current can be considered a function of these
external terminal voltages. We will examine in detail the functional relationships
between the channel current (also called the drain current) and the terminal voltages. In
order to start current flow between the source and the drain regions, however, we have
to form a conducting channel first.

The simplest bias condition that can be applied to the n-channel enhancement-type
MOSFET is shown in Fig: 3.10. The source, the drain, and the substrate terminals are all
connected to ground. A positive gate-to-source voltage VGS is then applied to the gate in
order to create the conducting channel underneath the gate. With this bias arrangement,
the channel region between the source and the drain diffusions behaves exactly the same
as for the simple MOS structure we examined in Section 3.2. For small gate voltage
levels, the majority carriers (holes) are repelled back into the substrate, and the surface
of the p-type substrate is depleted. Since the surface is devoid of any mobile carriers,
current conduction between the source and the drain is not possible.
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Figure 3.10. Formation of a depletion region in an n-channel enhancement-type MOSFET.

Now assume that the gate-to-source voltage is further increased. As soon as the
surface potential in the channel region reaches - F surface inversion will be estab-
lished, and a conducting n-type layer will form between the source and the drain diffusion
regions (Fig. 3.11). This channel now provides an electrical connection between the two
n+ regions, and it allows current flow, as long as there is a potential difference between
the source and the drain terminal voltages (Fig. 3.12). The bias conditions for the onset
of surface inversion and for the creation of the conducting channel are therefore very
significant for MOSFET operation.

The value of the gate-to-source voltage VGS needed to cause surface inversion (to
create the conducting channel) is called the threshold voltage V. Any gate-

Metal (Al)

---- qVTo
E Fm

Oxide

12 F--1:-

Semiconductor (SI)
p-type

Ec

Lk--O--F EFp
Ev

Figure 3.11. Band diagram of the MOS structure underneath the gate, at surface inversion.
Notice the band bending by 12OF1 at the surface.

to-source voltage smaller than V70 is not sufficient to establish an inversion layer; thus,
the MOSFET can conduct no current between its source and drain terminals unless VGS
>V7 . For gate-to-source voltages larger than the threshold voltage, on the other hand,



a larger number of minority carriers (electrons) are attracted to the surface, which
ultimately contribute to channel current conduction. Also note that increasing the gate-
to-source voltage above and beyond the threshold voltage will not affect the surface
potential and the depletion region depth. Both quantities will remain approximately
constant and equal to their values attained at the onset of surface inversion.

Ves > VTo Vs 0

v v In
OXIDE I

VDs = 0

TIGATE

r
SOURCE I . . DRAIN F I

I (my n+)) z / - l I: (ni.o : /
aINVERSION LAYER (CHANNEL

SUBSTRATE (p-Si) DEPLETION REGION

L VB=O

Figure 3.12. Formation of an inversion layer (channel) in an n-channel enhancement-type
MOSFET.

The Threshold Voltage

In the following, physical parameters affecting the threshold voltage of a MOS structure
will be examined by considering the various components of VTO. For all practical
purposes, we can identify four physical components of the threshold voltage: (i) the work
function difference between the gate and the channel, (ii) the gate voltage component to
change the surface potential, (iii) the gate voltage component to offset the depletion
region charge, and (iv) the voltage component to offset the fixed charges in the gate oxide
and in the silicon-oxide interface. The analysis will be carried out for an n-channel device,
but the results are applicable to p-channel devices as well, with minor modifications.

The work function difference TGC between the gate and the channel reflects the
built-in potential of the MOS system, which consists of the p-type substrate, the thin
silicon dioxide layer, and the gate electrode. Depending on the gate material, the work
function difference is

GC = OF(substrate) -m

4)GC = OF(substrate) - OF (gate)

for metal gate

for pojysilicon gate

This first component of the threshold voltage accounts for part of the voltage drop across
the MOS system that is built-in. Now, the externally applied gate voltage must be changed
to achieve surface inversion, i.e., to change the surface potential by - 2F. This will be
the second component of the threshold voltage.
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Another component of the applied gate voltage is necessary to offset the depletion 59
region charge, which is due to the fixed acceptor ions located in the depletion region near
the surface. We can calculate the depletion region charge density at surface inversion (4S MOS Transistor
=- IF) using (3.12).

QBO 42q NA. Esi |.-2F (3.16)

Note that if the substrate (body) is biased at a different voltage level than the source,
which is at ground potential (reference), then the depletion region charge density can be
expressed as a function of the source-to-substrate voltage VSB.

QB= 2q NA Esi .- 2F + VSBI (3.17)

The component that offsets the depletion region charge is then equal to - QB/COX, where
Cox is the gate oxide capacitance per unit area.

EOX
=tx (3.18)

Finally, we must consider the influence of a nonideal physical phenomenon which
we have neglected until now. There always exists a fixed positive charge density Qox at
the interface between the gate oxide and the silicon substrate, due to impurities and/or
lattice imperfections at the interface. The gate voltage component that is necessary to
offset this positive charge at the interface is - QOX/Cox. Now, we can combine all of these
voltage components to find the threshold voltage. For zero substrate bias, the threshold
voltage VM is expressed as follows:

~O QBO Q0XVTO=OGC-2 F-- (3.19)
Fi OX

For nonzero substrate bias, on the other hand, the depletion charge density term must be

mouliiea to reflect tne inrluence ot VSB upon that cnarge, resulting in the ollowing
generalized threshold voltage expression.

VT = dGC- 2 0F Q. Cox (3.20)

The generalized form of the threshold voltage can also be written as

~~~QBO Qx QB -QBO Q B
VT CC 2OF 'C c 0 c0 -= V , (3.21)

COX OX OX COX

Note that in this case, the threshold voltage differs from VM only by an additive term. This
substrate-bias term is a simple function of the material constants and of the source-to-
substrate voltage VSB.
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Thus, the most general expression of the threshold voltage VT can be found as follows:

VT = VTO + 22 F +VsBI I ) (3.23)

where the parameter y

=^ q ~ NA 'E~s, (3.24)

is the substrate-bias (or body-effect) coefficient.
The threshold voltage expression given in (3.23) can be used both for n-channel and

p-channel MOS transistors. One must be careful, however, since some of the terms and
coefficients in this equation have different polarities for the n-channel (nMOS) case and
for the p-channel (pMOS) case. The reason for this polarity difference is that the substrate
semiconductor is p-type in an n-channel MOSFET and n-type in a p-channel MOSFET.
Specifically,

* The substrate Fermi potential OF is negative in nMOS, positive in pMOS.
* The depletion region charge densities QBO and QB are negative in nMOS,

positive in pMOS.
* The substrate bias coefficient is positive in nMOS, negative in pMOS.
* The substrate bias voltage VSB is positive in nMOS, negative in pMOS.

Typically, the threshold voltage of an enhancement-type n-channel MOSFET is a
positive quantity, whereas the threshold voltage of a p-channel MOSFET is negative.

Example 3.2.

Calculate the threshold voltage VJO at VB = 0, for a polysilicon gate n-channel MOS
transistor, with the following parameters: substrate doping density NA = 1016 cm-3 ,
polysilicon gate doping density ND = 2 x 1020 cm-3, gate oxide thickness tx = 500 A, and
oxide-interface fixed charge density N = 4 x 1010 cm-2.

First, calculate the Fermi potentials for the p-type substrate and for the n-type
polysilicon gate:

OF(substrate) = T In( n 0.026 V:(1.4_ 35q NA) ~ 11



KSnce the doping density of the polysilicon gate is very high, the heavily doped n-type gate
aterial is expected to be degenerate. Thus, we may assume that the Fermi potential of

the polysilicon gate is approximately equal to the conduction band potential, i.e., OF
ate) = 0.55 V. Now, calculate the work function difference between the gate and the

channel:

cOGC = OF(substrate) - F(gate) = -0.35 V -0.55 V = -0.90 V

The depletion region charge density at VSB = 0 is found as follows:

QBO = - .q' NA .Es |-20F(substrate)J

=-2.1.6. 1019 .1016 .11.7.8.85.10-'4 1-2O0.351= -4.82 10-8 C/cm 2

The oxide-interface charge is:

Q0X =q N0 X =1.6 10- 9 Cx4 10'0 Cm-2 =64.10- 9C/Cm2

The gate oxide capacitance per unit area is calculated using the dielectric constant of
silicon dioxide and the oxide thickness t.

ox
tox
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= 397 8.85.10-14 F/cm = 7.03.-108 F/cm2

500 i0-8 cm

Now, we can combine all components and calculate the threshold voltage.

VTO GC - 2OF(substrate) - QBO Q
C. C.

= -0.90-(-0.70)-(-0.69)-0.09 = 0.40V

In this simplified analysis, the doping concentrations of the source and the drain diffusion
regions and the geometry (physical dimensions) of the channel region have no influence
,upon the threshold voltage Vv.

Note that the exact value of the threshold voltage of an actual MOS transistor cannot
be determined using (3.23) in most practical cases, due primarily to uncertainties and
variations of the doping concentrations, the oxide thickness, and the fixed oxide-interface
charge. The nominal value and the statistical range of the threshold voltage'for any MOS
process are ultimately determined by direct measurements, which will be described later
in Section 3.4. In most MOS fabrication processes, the threshold voltage can be adjusted



by selective dopant ion implantation into the channel region of the MOSFET. For n-
channel MOSFETs, the threshold voltage is increased (made more positive) by adding
extra p-type impurities (acceptor ions). Alternatively, the threshold voltage of the n-
channel MOSFET can be decreased (made more negative) by implanting n-type impu-
rities (dopant ions) into the channel region.

The amount of change in the threshold voltage as a result of extra implants can be
approximated as follows. Let the density of implanted impurities be represented by N1
[cm-2]. Assume that all implanted ions are electrically active, i.e., each ion contributes
to the depletion region charge. Then, the threshold voltage Vm0 at zero substrate bias (VSB
= 0) will be shifted by an amount of qNj1COx. This approximation obviously neglects the
variation of the substrate Fermi level IF as the result of extra implan ut it nevertheless
provides a fair estimate for the threshold voltage shift.

Exercise 3.1

Consider the following p-channel MOSFET process:

Substrate doping ND = 1015 cm-3, polysilicon gate doping density ND = 1020 cm-3, gate
oxide thickness tx = 650 A, and oxide-interface charge density Nox = 2 x 1010 cm-2. Use
Esi = 11.7EO and Eox = 397EO for the dielectric coefficients of silicon and silicon-dioxide,
respectively.

(a) Calculate the threshold voltage V, for VSB = 0.

(b) Determine the type and the amount of channel ion implantation which are necessary
to achieve a threshold voltage of V = - 2 V.

Note that, using selective ion implantation into the channel, the threshold voltage of
an n-channel MOSFET can also be made negative. This means that the resulting nMOS
transistor will have a conducting channel at VGS = 0, enabling current flow between its
source and drain terminals as long as VGS is larger than the negative threshold voltage.
Such adevice is called a depletion-type (or normally-on) n-channel MOSFET. We will
see several practical applications for depletion-type nMOS transistors in the design of
MOS digital circuits. Except for its negative threshold voltage, the depletion-type n-
channel MOSFET exhibits the same electrical behavior as the enhancement-type n-
channel MOSFET. Figure 3.13 shows the conventional circuit symbols used for deple-
tion-type n-channel MOSFETs.
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Figure 3.13. Circuit symbols for n-channel depletion-type MOSFETs.

Example 3.3.

Consider the n-channel MOSFET process given in Example 3.2. In several digital circuit
applications, the condition VSB = 0 cannot be guaranteed for all transistors. We will
examine in this example how a nonzero source-to-substrate voltage VSB affects the
threshold voltage of the MOS transistor.

First, we must calculate the substrate-bias coefficient using the process parameters
given in Example 3.2.

Aidq7 si e 2 -L6 10-9 .1016 -11.7 8.85 10 = 1 84 V

C. ~~~7.03.-10-8 .82V

Now we compute and plot the threshold voltage VT as a function of the source-to-
substrate voltage VSB. The voltage VSB will be assumed to vary between zero and 5 V.

VT VT + I -2( F + VSBI 2F) =O. 40 + .82 O. 7 +VSB I)

It is seen that the threshold voltage variation is about 1.3 V over this range, which could
present serious design problems if neglected. We will see in the following chapters that
the substrate-bias effect is unavoidable in most digital circuits and that the circuit
designer usually must take appropriate measures to account for and/or to compensate for
the threshold voltage variations.
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MOSFET Operation: A Qualitative View

The basic structure of the n-channel MOS (nMOS) transistor built on a p-type substrate
was shown in Fig. 3.8. The MOSFET consists of a MOS capacitor with two p-n junctions
placed immediately adjacent to the channel region that is controlled by the MOS gate. The
carriers, i.e., electrons in an nMOS transistor, enter the structure through the source
contact (S), leave through the drain (D), and are subject to the control of the gate (G)
voltage. To ensure that both p-n junctions are reverse-biased initially, the substrate
potential is kept lower than the other three terminal potentials.

We have seen that when 0 < VGS < V, the gated region between the source and the
drain is depleted; no carrier flow can be observed in the channel. As the gate voltage is
increased beyond the threshold voltage (VGS > Vr), however, the mid-gap energy level
at the surface is pulled below the Fermi level, causing the surface potential Os to turn
positive and to invert the surface (Fig. 3.12). Once the inversion layer is established on
the surface, an n-type conducting channel forms between the source and the drain, which
is capable of carrying the drain current.

Next, the influence of drain-to-source bias VDS and different modes of drain current
flow will be examined for an nMOS transistor with VGS > V70. At VDS = 0, thermal
equilibrium exists in the inverted channel region, and the drain current ID is equal to zero
(Fig. 3.14(a)). If a small drain voltage VDS > 0 is applied, a drain current proportional to
VDS will flow from the source to the drain through the conducting channel. The inversion
layer, i.e., the channel, forms a continuous current path from the source to the drain. This
operation mode is called the linear mode, or the linear region. Thus, in linear region
operation, the channel region acts as a voltage-controlled resistor. The electron velocity,
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in the channel for this case is usually much lower than the drift velocity limit. Note that
as the drain voltage is increased, the inversion layer charge and the channel depth at the
drain end start to decrease. Eventually, for VDS = VDSA7, the inversion charge at the drain
is reduced to zero, which is called the pinch-off point (Fig. 3.14i?).

(a)

VS= 0

(b)

(c)

VG>VT

I OXIDE
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Figure 3.14. Cross-sectional view of an n-channel (nMOS) transistor, (a) operating in the linear
region, (b) operating at the edge of saturation, and (c) operating beyond saturation.
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Beyond the pinch-off point, i.e., for VDS > VDSAT, a depleted surface region forms

adjacent to the drain, and this depletion region grows toward the source with increasing

drain voltages. This operation mode of the MOSFET is called the saturation mode or the

saturation region; For a MOSFET operating in the saturation region, the effective

channel length is reduced as the inversion layer near the drain vanishes, while the

channel-end voltage remains essentially constant and equal to VDSAT(Fig. 3.14(c)). Note

that the pinched-off (depleted) section of the channel absorbs most of the excess voltage

drop (VDS - VDSAT) and a high-field region forms between the channel-end and the drain

boundary. Electrons arriving from the source to the channel-end are injected into the

drain-depletion region and are accelerated toward the drain in this high electric field,

usually reaching the drift velocity limit. The pinch-off event, or the disruption of the

continuous channel under high drain bias, characterizes the saturation mode operation of

the MOSFET.
The influence of these operating conditions upon the external (terminal) current-

voltage characteristics of the MOS transistor will be examined in the following section.

A good understanding of these relationships, and of the factors involved therein, will be

essential for the design and analysis of MOS digital circuits.

3.4. MOSFET Current-Voltage Characteristics

The analytical derivation of the MOSFET current-voltage relationships for various bias

conditions requires that several approximations be made to simplify the problem.

Without these simplifying assumptions, analysis of the actual three-dimensional MOS

system would become a very complex task and would prevent the derivation of closed-

form current-voltage equations. In the' following, we will use the gradual channel

approximation (GCA) for establishing the MOSFET current-voltage relationships,

which will effectively reduce the analysis to a one-dimensional current-flow problem.

This will allow us to devise relatively simple current equations that agree well with

experimental results. As in every approximate approach, however, the GCA also has its

limitations, especially for small-geometry MOSFETs. We will investigate the most

significant limitations and examine some of the possible remedies.

VDS

Figure 3.15. Cross-sectional view of an n-channel transistor, operating in linear region.
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Gradual Channel Approximation

To begin with the current-flow analysis, consider the cross-sectional view of the n-
channel MOSFET operating in the linear mode, as shown in Fig. 3.15. Here, the source
and the substrate terminals are connected to ground, i.e., Vs = VB = 0. The gate-to-source
voltage (VGS) and the drain-to-source voltage (VDS) are the external parameters control-
ling the drain (channel) current ID. The gate-to-source voltage is set to be larger than the
threshold voltage V. to create a conducting inversion layer between the source and the
drain. We define the coordinate system for this structure such that the x-direction is
perpendicular to the surface, pointing down into the substrate, and the y-direction is
parallel to the surface. The y-coordinate origin (y = 0) is at the source end of the channel.

* The channel voltage with respect to the source will be denoted by Vc(y). Now assume that
the threshold voltage V7. is constant along the entire channel region, between y = 0 and
y = L. In reality, the threshold voltage changes along the channel since the channel voltage
is not constant. Next, assume that the electric field component Ey along the y-coordinate
is dominant compared to the electric field component Ex along the x-coordinate. This
assumption will allow us to reduce the current-flow problem in the channel to the y-
dimension only. Note that the boundary conditions for the channel voltage VC are:

VC(y = ) = s = 
V,(y=L)=VDs
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(3.25)

Also, it is assumed that the entire channel region between the source and the drain is
inverted, i.e.,

VGS VTO

VGD = VGS - VDS VTO
(3.26)

The channel current (drain current) ID is due to the electrons in the channel region
traveling from the source to the drain under the influence of the lateral electric field
component Ey. Since the current flow in the channel is primarily governed by the lateral
drift of the mobile electron charge in the surface inversion layer, we will consider the
amount and the bias-voltage dependence of this inversion layer in more detail.

Let Q(y) be the total mobile electron charge in the surface inversion layer. This
charge can be expressed as a function of the gate-to-source voltage VGS and of the channel
voltage V(y) as follows:

QY) =-C.X.[VGS v VC(Y)- VTO] (3.27)

Figure 3.16 shows the spatial geometry of the surface inversion layer and indicates its
significant dimensions. Note that the thickness of the inversion layer tapers off as we
move from the source to the drain, since the gate-to-channel voltage causing surface
inversion is smaller at the drain end.
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Inversion layer (channel)

Figure 3.16. Simplified geometry of the surface inversion layer (channel region).

Now consider the incremental resistance dR of the differential channel segment
shown in Fig. 3.16. Assuming that all mobile electrons in the inversion layer have a
constant surface mobility jun, the incremental resistance can be expressed as follows. Note
that the minus sign is due to the negative polarity of the inversion layer charge Q1.

dy
dR=- = Ql(y) (3.28)

The electron surface mobility yun used in (3.28) depends on the doping concentration of
the channel region, and its magnitude is typically about one-half of that of the bulk
electron mobility. We will assume that the channel current density is uniform across this
segment. According to our one-dimensional model, the channel (drain) current ID flows
between the source and the drain regions in the y-coordinate direction. Applying Ohm's
law for this segment yields the voltage drop along the incremental segment dy, in the y-
direction.

dV= ID dR dy (3.29)

This equation can now be integrated along the channel, i.e., from y = 0 to y = L, using the
boundary conditions given in (3.25).

|ID dy =-W .iJ Y (y).dV (3.30)

The left-hand side of this equation is simply equal to L ID. The integral on the right-hand
side is evaluated by replacing Q 1(y) with (3.27). Thus,

68



69

ID-L=W-l -Cox ( VGS-VC-VTO) dV (3.31) MOS Transistor

Assuming that the channel voltage V, is the only variable in (3.31) that depends on the
position y, the drain current is found as follows.

- 2 L .[2 (GS -VTO)VDS-VDS] (3.32)

Equation (3.32) represents the drain current ID as a simple second-order function of the
two external voltages, VGS and VDS. This current equation can also be rewritten as

ID 2 L[2 (VGs V)VDS VDS] (3.33)

or

ID 2 .[2 (VGS-VTO)VDS vSI (3.34)

where the parameters k and k' are defined as

k'=,Un C0,, (3.35)

and

k=k'- (3.36)
L

The drain current equation given in (3.33) is the simplest analytical approximation
for the MOSFET current-voltage relationship. Note that, in addition to the process-
dependent constants k' and V, the current-voltage relationship is also affected by the
device dimensions, W and L. In fact, we will see that the ratio of WIL is one of the most
important design parameters in MOS digital circuit design. Now, we must determine the
region of validity for this equation and what this means for the practical use of the
equation.

Example 3.4.

For an n-channel MOS transistor with un= 600 cm2/V s, CX=7 1o-8 F/cm2 , W= 20 glm,
L = 2 m and V = 1.0 V, examine the relationship between the drain current and the
terminal voltages.



First, calculate the parameter k:

k =, C0 L-= 600cm 2/V sx7 -108 F/cm2 x 20 0.42 mA/V2

L 20 gm

Now, the current-voltage equation (3.34) can be written as follows.

ID = 0. 21 mA/V[2 ( VS-1. ) VDS -VDS]

To examine the effect of the gate-to-source voltage and the drain-to-source voltage upon
the drain current, we will plot ID as a function of VDS, for different (constant) values of
VGS. It can easily be seen that the second-order current-voltage equation given above
produces a set of inverted parabolas for each constant VGS value.

4 1 3

a)
C-

C0

3 1 03

2 1 0

1 10-3

O 100

0 1 2 3 4 5 *6

Drain Voltage VDS (V)

The drain current-drain voltage curves shown above reach their peak value for VDS
= VGS - V. Beyond this maximum, each curve exhibits a negative differential
conductance, which is not observed in actual MOSFET current-voltage measurements
(section shown by the dashed lines). We must remember now that the drain current
equation (3.32) has been derived under the following voltage assumptions,

VGS VTO

VGD VGS -VDS 2 VTO
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which guarantee that the entire channel region between the source and the drain is 71
inverted. This condition corresponds to the linear operating mode for the MOSFET,
which was examined qualitatively in Section 3.4. Hence, the current equation (3.32) is MOS Transistor
valid only for the linear mode operation. Beyond the linear region boundary, i.e., for VDS
values larger than VGS - V70, the MOS transistor will be assumed to be in saturation. A
different current-voltage expression will be necessary for the MOSFET operating in this
region.

Example 3.4 shows that the current equation (3.32) is not valid beyond the linear region/
saturation region boundary, i.e., for

VDS VDSAT = VGS- VTO (3.37)

Also, drain current measurements with constant VS show that the current ID does not
show much variation as a function of the drain voltage. VDS beyond the saturation
boundary, but rather remains approximately constant around the peak value reached for
VDS = VDSAP This saturation drain current level can be found simply by substituting
(3.37) for VDS in (3.32).

ID(sat) = 2~,no L 2 (VGS VTO) (VGS VTO) (VGS VT.) ]

=nC W )(V V) (3.38)
2 L )

Thus, the drain current ID becomes a function only of the gate-to-source voltage VGS,
beyond the saturation boundary. Note that this constant saturation current approximation
is not very accurate in reality, and that the saturation-region drain current continues to
have a certain dependence on the drain voltage. For simple hand calculations, however,
(3.38) provides a sufficiently accurate approximation of the MOSFET drain (channel)
current in saturation.

Figure 3.17 shows the typical drain current versus drain voltage characteristics of an
n-channel MOSFET, as described by the current equations (3.32) and (3.38). The
parabolic boundary between the linear and the saturation regions is indicated here by the
dashed line. The current-voltage characteristics of the MOS transistor can also be
visualized by plotting the drain current as a function of the gate voltage, as shown in Fig.
3.18. This ID_ VGS transfer characteristic in saturation mode (VDS > VDSAT) provides a
simple view of the drain current increasing as a second-order function of the gate-to-
source voltage (cf. Equation (3.38)). The current is obviously equal to zero for any gate
voltage smaller than the threshold voltage V.
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Channel Length Modulation

Next, we will examine the mechanisms of channel pinch-off and current flow in
saturation mode in more detail. Consider the inversion layer charge Qjthat represents the
total mobile electron charge on the surface, given by (3.27). The inversion layer charge
at the source end of the channel is

Q(Y = ) = -COX (VGS VTO)
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(3.39)

and the inversion layer charge at the drain end of the channel is

Q,(y = L) = -C.X (VGS - VTO - VDS) (3.40)

. Note that at the edge of saturation, i.e., when the drain-to-source voltage reaches VDSA7,

VDS = VDSAT = VGS - VTO (3.41)

the inversion layer charge at the drain end becomes zero, according to (3.40). In reality,
I the channel charge does not become exactly equal to zero (remember that the GCA is just

a simple approximation of the actual conditions in the channel), but it indeed becomes
very small.

Qi(y = L) = (3.42)

Thus, we can state that under the bias condition given in (3.41), the channel is pinched-
off at the drain end, i.e., at y = L. The onset of the saturation mode operation in the
MOSFET is signified by this pinch-off event. If the drain-to-source voltage VDS is
increased even further beyond the saturation edge so that VDS > VDSA7, an even larger
portion of the channel becomes pinched-off.

Figure 3.19. Channel length modulation in an n-channel MOSFET operation in saturation
mode.



74 Consequently, the effective channel length (the length of the inversion layer where
GCA is still valid) is reduced to

CHAPTER 3
L'= L -AL (3.43)

where AL is the length of the channel segment with Q = 0 (Fig. 3.19). Hence, the pinch-
off point moves from the drain end of the channel toward the source with increasing
drain-to-source voltages. The remaining portion of the channel between the pinch-off
point and the drain will be in depletion mode. Since Q1(y) = 0 for L'< y < L, the channel
voltage at the pinch-off point remains equal to VDSAT, i.e.,

VC(Y = = VDSAT (3.44)

The electrons traveling from the source toward the drain traverse the inverted channel
segment of length L', and then they are injected into the depletion region of length AL that
separates the pinch-off point from the drain edge. As seen in Fig. 3.19, we can represent
the inverted portion of the surface by a shortened channel, with a channel-end voltage of
VDSAT. The gradual channel approximation is valid in this region; thus, the channel
current can be found using (3.38).

ID(sat) = Yn 01 .(VGSVT)(45
2 L'

Note that this current equation corresponds to a MOSFET with effective channel length
L', operating in saturation. Thus, (3.45) accounts for the actual shortening of the channel,
also called channel length modulation. Since L'< L, the saturation current calculated by
using (3.45) will be larger than that found by using (3.38) under the same bias conditions.
As L' decreases with increasing VDS, the saturation mode current ID(sat) will also
increase with VDS. By approximating the effective channel length L'= L-AL as a function
of the drain bias voltage, we can modify (3.45) to reflect this drain voltage dependence.
First, rewrite the saturation current as follows:

ID(sat) = i - o2 L GS TO) (3.46)

The first term of this saturation current expression accounts for the channel modulation
effect, while the rest of this expression is identical to (3.38). It can be shown that the
channel length shortening AL is actually proportional to the square root of (VDS - VDSAT).

AL oc VDS -VDAT (3.47)



To simplify the analysis even further, we will use the following empirical relation
between AL and the drain-to-source voltage instead:

MOS Transistor

1- L 1- A VDS
L (3.48)

Here, A is an empirical model parameter, and is called the channel length modulation
coefficient. Assuming that AVDS << 1, the saturation current given in (3.45) can now be
written as:

ID (sat)= foC .- (VGS- VTO) (1+ VDS)
2 L (3.49)

This simple current equation prescribes a linear drain-bias dependence for the saturation
current in MOS transistors, determined by the empirical parameter A. Although this rough
approximation does not accurately reflect the physical relationship between the channel
length shortening AL and the drain bias, (3.49) can be used with sufficient confidence for
most first-order hand calculations. The drain current versus drain-to-source voltage
characteristics of an n-channel MOSFET, obtained by using (3.32) for the linear region
and (3.49) for the saturation region, are shown in Fig. 3.20. The saturation mode current
increases linearly with VDS instead of remaining constant. The slope of the current-
voltage curve in the saturation region is determined by the channel length modulation
coefficient A.

::_

0
S
o
a

Drain Voltage

Figure 3.20. Current-voltage characteristics of an n-channel MOS transistor, including the
channel length modulation effect.
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Substrate Bias Effect

Note that the derivation of linear-mode and saturation-mode current-voltage character-
istics in the previous pages has been done under the assumption that the substrate
potential is equal to the source potential, i.e., VSB = 0. Consequently, the zero-substrate
bias threshold voltage VTO has been used in the current equations. In many digital circuit
applications, on the other hand, the source potential of an nMOS transistor can be larger
than the substrate potential, which results in a positive source-to-substrate voltage VSB >

0. In this case, the influence of the nonzero VSB upon the current characteristics must be
accounted for. Recall that the general expression (3.23) for the threshold voltage VT

already includes the substrate bias term and, hence, it reflects the influence of the nonzero
source-to-substrate voltage upon the device characteristics.

VT (VSB) = VTO + Y (1 I2FI + VSB- )12F) (3.50)

We can simply replace the threshold voltage terms in linear-mode and saturation-mode
current equations with the more general VT(VSB) term.

ID (in) = 2 LT [2 (VGS VT (VSB)) VDS VDS I

ID (sa)= 2 L *(GS-VT(VSB))2 (1 + AVDSV

(3.51)

(3.52)

In general, we will use only the term VT instead of VT(VSB) to express the general
(substrate-bias dependent) threshold voltage. As already demonstrated in Example 3.3,
the substrate-bias effect can significantly change the value of the threshold voltage and,
hence, the current capability of the MOSFET. With this modification, we finally arrive
at a complete first-order characterization of the drain (channel) current as a nonlinear
function of the terminal voltages.

(3.53)ID = f(VGs, VDS, VBS)

In the following, we will repeat the current-voltage equations derived under the first-
order gradual channel approximation (GCA), both for n-channel and for p-channel MOS
transistors. Figure 3.21 shows the polarities of applied terminal voltages and the drain
current directions. Note that the threshold voltage VTand the terminal voltages VGS, VDS,

and VSB are all negative for the pMOS transistor. The parameter 1ip denotes the surface
hole mobility in the pMOSFET.
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n-channel MOSFET p-channel MOSFET

Figure 3.21. Terminal voltages and currents of the nMOS and the pMOS transistor.

Current-voltage equations of the n-channel MOSFET:

ID = 0 for VGS < VT

ID~lin)=-Unox - I\1 
2 L G[(S -VT)VDS VDS]

ID(sat) = -C- -W( VTGSP (I + A VDS)2 L

Current-voltage equations of the p-channel MOSFET:

ID = 0 , for VGS > VT

p- . w2
ID (lin) = C L.2 (VGS-VT)VDS VDS]

ID(sat) = P ox .-. (VS-VT) (1+ .VDS)

for VGS < VT

and VDS > VS -VT

for VGS < VT

and VDS < VGS - VT

(3.54)

for VGS 2 VT

and VDS < VGS -VT

for VGS VT

and VDS > VGS - VT

(3.55)

(3.56)

(3.57)

(3.58)

(3.59)
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CHAPTER 3 The MOSFET current-voltage equations (3.54) through (3.59), together with the general
threshold voltage expression (3.50), are very useful for simple, first-order calculations
of the currents and voltages in the nMOS and pMOS transistors. Because of several
simplifications and approximations involved in their derivation, however, the accuracy
of these current-voltage equations is fairly limited. To exploit the simplicity of the
equations and to achieve the maximum possible accuracy in calculations, the parameters
appearing in the current equations must be determined carefully, through experimental
measurements. The model parameters that are used in (3.50) and in (3.54) through (3.59)
are the zero-bias threshold voltage V.0, the substrate-bias coefficient , the channel
length modulation coefficient A, and the following transconductance parameters:

k =u Cox, L w

(3.61)
L

In the following section, some simple measurements for an enhancement-type n-
channel MOSFET will be described for the determination of these parameters. First,
consider the test circuit setup shown in Fig. 3.22(a). The source-to-substrate voltage VSB
is set at a constant value, and the drain current is measured for different values of the gate-
to-source voltage VGS. Since the drain and the gate of the transistor are at the same
potential, VDS = VGS. Hence, the saturation condition VDS > VGS - VTis always satisfied,
i.e., the nMOS transistor shown in Fig. 3.22(a) operates in saturation mode. Neglecting
the channel length modulation effect for simplicity, the drain current is described by

ID(sat) = (VGS -VTO) (3.62)

Now, the square root of the drain current can be written as a linear function of thegate-
to-source voltage.

(3.63)

If the square root of the measured drain current values is plotted against the gate-to-
source voltage, the slope and the voltage-axis intercept of the resulting curve(s) can
determine the parameters kn, V7,0 and y. Figure 3.22(b) shows the measured drain current
vs. gate voltage curves, obtained for different values of substrate bias. By extrapolating
the curves to zero-drain-current (voltage-axis intercept point), we can find the threshold
voltage VT that corresponds to each VSB value. The voltage-axis intercept of the curve
with VSB = 0 gives the zero-bias threshold voltage, V.. Note that these extrapolated
threshold voltage values do not exactly match the threshold voltage values usually
measured in the production environment, at a certain nonzero drain current. They can

(3.60)

;

�,D =FL� '(VGS - VIO)



rather be viewed as fitting parameters for the current-voltage equations. The slope of each
curve is equal to the square root of (knI2). Thus, the transconductance parameter k, can
simply be calculated from this slope.

Fi.

VDS VGS
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VTO VT1 Ves

(a) (b)

Figure 3.22. (a) Test circuit arrangement and (b) measured data for experimental determination
of the parameters kn, V7,0 and y.

Next, consider the extrapolated threshold voltage values, obtained from voltage axis
intercepts at nonzero substrate bias voltage. Using one of the available VSB values, the
substrate bias coefficient can be found from

VT (VSB -VTO

12 OF I +VSB- 12OpFJ

| ID

+ 
VGT

- VDS

ID1

VDS1

(a)

(3.64)

VGS VTO +1

VDS2 VDS

(b)

Figure 3.23. (a) Test circuit arrangement and (b) measured data for experimental determination
of the channel length modulation coefficient A.
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The experimental measurement of the channel length modulation coefficient A
requires a different test circuit setup, as shown in Fig. 3.23(a). The gate-to-source voltage
VGS is set to V,, + 1. The drain-to-source voltage is chosen sufficiently large (VDS > VGS
- V7D) that the transistor operates in the saturation mode. The saturation drain current is
then measured for two different drain voltage values, VDSI and VDS2. Note that the drain
current in the saturation mode is given by

ID (sat) =. (VGS -VTO) (I+A VDs) (3.65)

Since VGS = V0 + 1, the ratio of the measured drain current values ID, and ID2 .is

ID2 -1 +A VDS2

DI 1 +A.VDSI
(3.66)

which can be used to calculate the channel length modulation coefficient A. This is in fact
equivalent to calculating the slope of the drain current versus drain voltage curve in the
saturation region, as shown in Fig. 3.23(b). Specifically, the slope is (A kn/2).

Example 3.5.

Measured voltage and current data for a MOSFET are given below. Determine the type
of the device, and calculate the parameters kn, V.0, and y. Assume OF = -0.3 V.

First, the MOS transistor is on (ID > 0) for VGS > 0 and VDS > O. Thus, the transistor must
be an n-channel MOSFET. Assume that the transistor is enhancement-type and, there-
fore, operating in saturation mode for VGS = VDS. Neglecting the channel length
modulation effect, the saturation mode current is written as
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VGS(V) VDS(V) VSB(V) 'ID(gA)

3 3 0 97
4 4 0 235

5 5 0 433

3 3 3 59
4 4 3 173
5 5 3 347
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Let (VGSI ID,) and (VGS 2 , ID2) be any two current-voltage pairs obtained from the table.
Then, the square-root of the transconductance parameter kn can be calculated.

k~ J7-~fii 433pA- 7pA 5.48xl10 3 A112/V
2 VGSI-VGS 2 5V-3V

Thus, the transconductance parameter of this n-channel MOSFET is:

kn =2.(5.48x10-3) -60x10-6 A/V 2 =60 gA/V2

The extrapolated threshold voltage VmO at zero substrate bias can be found by calculating
the x-axis intercept of the square-root of (ID) versus VGS curve.

VTO =VGS- = 1.2 V

To find the substrate bias coefficient y, we must first determine the threshold voltage VT
at the source-to-substrate voltage of 3 V. Using one of the current-voltage data pairs
corresponding to VSB = 3 V, VT can be calculated as follows:

VT(VSB = 3 V) =VGs eD = 1.6 V

Finally, the substrate bias coefficient is found as:

VT(VSB = 3 V) VTO 1.6 V-1.2 V

I12 I + fB -i j A/0. 6 V +3 V -

3.5. MOSFET Scaling and Small-Geometry Effects

The design of high-density chips in MOS VLSI (Very Large Scale Integration) technol-
ogy requires that the packing density of MOSFETs used in the circuits is as high as
possible and, consequently, that the sizes of the transistors are as small as possible. The
reduction of the size, i.e., the dimensions of MOSFETs, is commonly referred to as
scaling. It is expected that the operational characteristics of the MOS transistor will



change with the reduction of its dimensions. Also, some physical limitations eventually
restrict the extent of scaling that is practically achievable. There are two basic types of
size-reduction strategies: full scaling (also called constant-field scaling) and constant-
voltage scaling. Both types of scaling approaches will be shown to have unique effects
upon the operating characteristics of the MOS transistor. In the following, we will
examine in detail the scaling strategies and their effects, and we will also consider some
of the physical limitations and small-geometry effects that must be taken into account for
scaled MOSFETs.

Scaling of MOS transistors is concerned with systematic reduction of overall
dimensions of the devices as allowed by the available technology, while preserving the
geometric ratios found in the larger devices. The proportional scaling of all devices in a
circuit would certainly result in a reduction of the total silicon area occupied by the
circuit, thereby increasing the overall functional density of the chip. To describe device
scaling, we introduce a constant scaling factor S > 1. All horizontal and vertical
dimensions of the large-size transistor are then divided by this scaling factor to obtain the
scaled device. The extent of scaling that is achievable is obviously determined by the
fabrication technology and more specifically, by the minimum feature size. Table 3.1
below shows the recent history of reducing feature sizes for the typical CMOS gate-array
process. It is seen that a new generation of manufacturing technology replaces the
previous one about every two or three years, and the down-scaling factor S of the
minimum feature size from one generation to the next is about 1.2 to 1.5.

| Year l 1985 11987 1989 1991 1993 1995 1997 1999 |
Featuresize(gm) 2.5 1.7 1.2 1.0 0.8 0.5 0.35 0.25

Table 3.1. Reduction of the minimum feature size (minimum dimensions that can be defined
and manufactured on chip) over the years, for a typical CMOS gate-array process.

We consider the proportional scaling of all three dimensions by the same scaling factor
S. Figure 3.24 shows the reduction of key dimensions on a typical MOSFET, together
with the corresponding increase of the doping densities.

Figure 3.24. Scaling of a typical MOSFET by a scaling factor of S.

82

CHAPTER 3



The primed quantities in Fig. 3.24 indicate the scaled dimensions and doping
densities. It is easy to recognize that the scaling of all dimensions by a factor of S > 1 leads
to the reduction of the area occupied by the transistor by a factor of S2. To better
understand the effects of scaling upon the current-voltage characteristics of the MOSFET,
we will examine two different scaling options in the following sections.

Full Scaling (Constant-Field Scaling)

This scaling option attempts to preserve the magnitude of internal electric fields in the
MOSFET, while the dimensions are scaled down by a factor of S. To achieve this goal,
all potentials must be scaled down proportionally, by the same scaling factor. Note that
this potential scaling also affects the threshold voltage V.0 Finally, the Poisson equation
describing the relationship between charge densities and electric fields dictates that the
charge densities must be increased by a factor of S in order to maintain the field
conditions. Table 3.2 lists the scaling factors for all significant dimensions, potentials,
and doping densities of the MOS transistor.
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Table 3.2. Full scaling of MOSFET dimensions, potentials, and doping densities.

Now consider the influence of full scaling described here upon the current-voltage
characteristics of the MOS transistor. It will be assumed that the surface mobility 1t is
not significantly affected by the scaled doping density. The gate oxide capacitance per
unit area, on the other hand, is changed as follows.

COx , x=S. 6 =S C (3.67)
ox OX

Quantity Before Scaling After Scaling

Channel length L L'= LIS

Channel width W W'= W/S

Gate oxide thickness t0 x tx, = tx /S

Junction depth Xj Xj =x /S

Power supply voltage VDD VDD '= VDD IS

Threshold voltage VTO VTO,' = VTO /S

Doping densities NA ND = S ND



84 The aspect ratio WIL of the MOSFET will remain unchanged under scaling. Conse-
quently, the transconductance parameter kn will also be scaled by a factor of S. Since all

CHAPTER 3 terminal voltages are scaled down by the factor S as well, the linear-mode drain current
of the scaled MOSFET can now be found as:

ID'(1in) = [2 (VCS VT') DS

-k . I VD(VS 2-VD = ID(in) (3.68)
2 S L G T D D J S

Similarly, the saturation-mode drain current is also reduced by the same scaling factor.

ID'(sat) =-(V 0 5 -VT) G 1 S VT)52 (3.69)
2 2 S2 \G~/ S )O)

Now consider the power dissipation of the MOSFET. Since the drain current flows
between the source and the drain terminals, the instantaneous power dissipated by the
device (before scaling) can be found as:

P = IDVDS (3.70)

Notice that full scaling reduces both the drain current and the drain-to-source voltage by
a factor of S; hence, the power dissipation of the transistor will be reduced by the factor
s2 .

.~~~~~~~~~ P

P D DS - s2 D VDS (3.71)

This significant reduction of the power dissipation is one of the most attractive features
of full scaling. Note that with the device area reduction by S2 discussed earlier, we find
the power density per unit area remaining virtually unchanged for the scaled device.

Finally, consider the gate oxide capacitance defined as Cg = WL COX' It will be shown
later in Section 3.6 that charging and discharging of this capacitance plays an important
role in the transient operation of the MOSFET. Since the gate oxide capacitance C is
scaled down by a factor of S, we can predict that the transient characteristics, i.e., the
charge-up and charge-down times, of the scaled device will improve accordingly. In
addition, the proportional reduction of all dimensions on-chip will lead to a reduction of
various parasitic capacitances and resistances as well, contributing to the overall
performance improvement. Table 3.3 summarizes the changes in key device character-
istics as a result of full (constant-field) scaling.

Constant-Voltage Scaling

While the full scaling strategy dictates that the power supply voltage and all terminal
voltages be scaled down proportionally with the device dimensions, the scaling of



voltages may not be very practical in many cases. In particular, the peripheral and
interface circuitry may require certain voltage levels for all input and output voltages,
which in turn would necessitate multiple power supply voltages and complicated level-
shifter arrangements. For these reasons, constant-voltage scaling is usually preferred
over full scaling.
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Table 3.3. Effects of full scaling upon key device characteristics.

In constant-voltage scaling, all dimensions of the MOSFET are reduced by a factor
of S, as in full scaling. The power supply voltage and the terminal voltages, on the other
hand, remain unchanged. The doping densities must be increased by a factor of s2 in order
to preserve the charge-field relations. Table 3.4 shows the constant-voltage scaling of key
dimensions, voltages, and densities. Under constant-voltage scaling, the changes in
device characteristics are significantly different compared to those in full scaling, as we
will demonstrate. The gate oxide capacitance per unit area Cox is increased by a factor of
S, which means that the transconductance parameter is also increased by S. Since the
terminal voltages remain unchanged, the linear mode drain current of the scaled
MOSFET can be written as:

ID'(Iin) = 2 [2 (VGs V ) vDs'- VDs ]

=- .2(VCS-VT) VDS VDS2 ] S. ID(lin) (3.72)

Table 3.4. Constant-voltage scaling of MOSFET dimensions, potentials, and doping densi-
ties.

Quantity Before Scaling After Scaling

Oxide capacitance C0X C. ' = S C.
Drain current ID ID '= ID /S

Power dissipation P P'= p/S 2

Power density P/Area P'/Area'= P/Area

Quantity Before Scaling After Scaling

Dimensions W, L, tX, xj reduced by S (W'= W/S, ... )
Voltages VDD, VT remain unchanged
Doping densities NA, ND increased by S2 (NA'= S2 NA, ..)



86 Also, the saturation-mode drain current will be increased by a factor of S after constant-
voltage scaling. This means that the drain current density (current per unit area) is

CHAPTER 3 increased by a factor of S3, which may cause serious reliability problems for the MOS
transistor.

ID (sat) (V VT)= (VGS VT) = S I D(Sat) (3.73)
2 2

Next, consider the power dissipation. Since the drain current is increased by a factor of
S while the drain-to-source voltage remains unchanged, the power dissipation of the
MOSFET increases by a factor of S.

P = ID .VDS= (SeID). VDS = S P (3.74)

Finally, the power density (power dissipation per unit area) is found to increase by a factor
of S3 after constant-voltage scaling, with possible adverse effects on device reliability.

Table 3.5. Effects of constant-voltage scaling upon key device characteristics.

To summarize, constant-voltage scaling may be preferred over full (constant-field)
scaling in many practical cases because of the external voltage-level constraints. It must
be recognized, however, that constant-voltage scaling increases the drain current density
and the power density by a factor of S3. This large increase in current and power densities
may eventually cause serious reliability problems for the scaled transistor, such as
electromigration, hot-carrier degradation, oxide breakdown, and electrical over-stress.

As the device dimensions are systematically reduced through full scaling or con-
stant-voltage scaling, various physical limitations become increasingly more prominent,
and ultimately restrict the amount of feasible scaling for some device dimensions.
Consequently, scaling may be carried out on a certain subset of MOSFET dimensions in
many practical cases. Also, the simple gradual channel approximation (GCA) used for
the derivation of current-voltage relationships does not accurately reflect the effects of
scaling in smaller-size transistors. The current equations have to be modified accord-
ingly. In the following, we will briefly investigate some of these small-geometry effects.

Quantity Before Scaling After Scaling

Oxide capacitance C. C. ' = S C.

Drain current ID ID'= S ID

Power dissipation P P' = S * P

Power density P/Area P'/Area'= S3 .(P/Area)



Short-Channel Effects

As a working definition, a MOS transistor is called a short-channel device if its channel
length is on the same order of magnitude as the depletion region thicknesses of the source
and drainjunctions. Alternatively, a MOSFET can be defined as a short-channel device
if the effective channel length Leffis approximately equal to the source and drain junction
depth x.. The short-channel effects that arise in this case are attributed to two physical
phenomena: (i) the limitations imposed on electron drift characteristics in the channel,
and (ii) the modification of the threshold voltage due to the shortening channel length.

Note that the lateral electric field EY along the channel increases, as the effective
channel length is decreased. While the electron drift velocity Vd in the channel is
proportional to the electric field for lower field values, this drift velocity tends to saturate
at high channel electric fields. For channel electric fields of E = 105 V/cm and higher,
the electron drift velocity in the channel reaches a saturation value of about vd(sat) = 107

'cm/s. This velocity saturation has very significant implications upon the current-voltage
characteristics of the short-channel MOSFET. Consider the saturation-mode drain
current, under the assumption that carrier velocity in the channel has already reached its
limit value. The effective channel length Lef will be reduced due to channel-length
shortening.

ID(sat) = W vd(sat) j |f q n(x) dx = W vd(sat) IQ I
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(3.75)

Since the channel-end voltage is equal to VDSAT, the saturation current can be found as
follows:

ID (sat) = W Vd (sat) Cx VDSAT (3.76)

Carrier velocity saturation actually reduces the saturation-mode current below the
current value predicted by the conventional long-channel current equations. The current
is no longer a quadratic function of the gate-to-source voltage VGS, and it is virtually
independent of the channel length. Also note that under these conditions, the device is
defined to be in saturation when the carrier velocity in the channel approaches about 90%
of its limit value.

In short-channel MOS transistors, the carrier velocity in the channel is also a function
of the normal (vertical) electric-field component Ex. Since the vertical field influences the
scattering of carriers (collisions suffered by the carriers) in the surface region, the surface
mobility is reduced with respect to the bulk mobility. The dependence of the surface
electron mobility on the vertical electric field can be expressed by the following empirical
formula:

,Un(eff) 3 7no

1+ eEx 1+e O(VGS -VC )377
tox" Esi



88 where luno is the low-field surface electron mobility and 6) is an empirical factor. For a
simple estimation of field-related mobility reduction, (3.77) can be approximated by

CHAPTER 3

Yn (effj= t 1 (an a) +(3.78)

where it is also an empirical coefficient.
Next, we consider the modification of the threshold voltage due to short-channel

effects. The threshold voltage expression(3.23) was derived for a long-channel MOSFET.
Specifically, the channel depletion region was assumed to be created only by the applied
gate voltage, and the depletion regions associated with the drain and source pn-junctions
were neglected. The shape of this gate-induced bulk (channel) depletion region was
assumed to be rectangular, extending from the source to the drain. In short-channel MOS
transistors, however, the n' drain and source diffusion regions in the p-type substrate
induce a significant amount of depletion charge; consequently, the long-channel thresh-
old voltage expression derived earlier overestimates the depletion charge supported by
the gate voltage. The threshold voltage value found by using (3.23) is therefore larger than
the actual threshold voltage of the short-channel MOSFET.

Figure 3.25(a) shows the simplified geometry of the gate-induced bulk depletion
region and the pn-junction depletion regions in a short-channel MOS transistor. Note that
the bulk depletion region is assumed to have an asymmetric trapezoidal shape, instead
of a rectangular shape, to represent accurately the gate-induced charge. The drain
depletion region is expected to be larger than the source depletion region because the
positive drain-to-source voltage reverse-biases the drain-substrate junction. We recog-
nize that a significant portion of the total depletion region charge under the gate is actually
due to the source and drain junction depletion, rather than the bulk depletion induced by
the gate voltage. Since the bulk depletion charge in the short-channel device is smaller
than expected, the threshold voltage expression must be modified to account for this
reduction. Following the modification of the bulk charge term, the threshold voltage of
the short-channel MOSFET can be written as

VTO(shrt channel) = VTO - AVTO (3.79)

where VT0 is the zero-bias threshold voltage calculated using the conventional long-
channel formula (3.23) and AV0 is the threshold voltage shift (reduction) due to the
short-channel effect. The reduction term actually represents the amount of charge
differential between a rectangular depletion region and a trapezoidal depletion region.

Let ALS and ALD represent the lateral extent of the depletion regions associated with
the source junction and the drain junction, respectively. Then, the bulk depletion region
charge contained within the trapezoidal region is

QBO I-(- Ls+ ) q eS qsNA 12OF1 (3.80)
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Figure 3.25. (a) Simplified geometry of the MOSFET channel region, with gate-induced bulk
depletion region and the pn-junction depletion regions. (b) Close-up view of the drain diffusion
edge.

To calculate ALS and ALD, we will use the simplified geometry shown in Fig. 3.25(b).
Here, xds and xdD represent the depth of the pn-j unction depletion regions associated with
the source and the drain, respectively. The edges of the source and drain diffusion regions
are represented by quarter-circular arcs, each with a radius equal to the junction depth,
x .. The vertical extent of the bulk depletion region into the substrate is represented by xdm.
The junction depletion region depths can be approximated by
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XdS = -. (3.81)
CHAPTER 3 q NA

dD Vq NA (0 + VDS) (3.82)
. ~ ~ ~ qN

with the junction built-in voltage

00= - in e (3.83)

From Fig. 3.25(b), we find the following relationship between ALD and the depletion
region depths.

(x1 +XdD)2 =X +X +ALD) 2 (3.84)

ALD+2.x;.ALD + X -X2D-2.x..xdD= (3.85)

Solving for ALD, we obtain:

ALD =-x + VX (Xdm xdD) + 2jxdD {X (3.86)

G

Similarly, the length ALS can also be found as follows:

ALs~xi{ i+3Xjj (3.87)

Now, the amount of threshold voltage reduction AV70 due to short-channel effects can
be found as:

AVTO=!. V2q EsiNAj12OF.i- "J 1+l S ~ ~2jL . 1 )J e] (3.88)

The threshold voltage shift term is proportional to (Xj IL). As a result, this term becomes
more prominent for MOS transistors with shorter channel lengths, and it approaches zero



for long-channel MOSFETs where L >> x. The following example illustrates the 91
variation of the threshold voltage as a function of channel length in short-channel devices.
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Example 3.6.

Consider an n-channel MOS process with the following parameters: substrate doping
density NA = 1016 cm-3 , polysilicon gate doping density ND (gate) = 2 x 1020 cm-3, gate
oxide thickness t = 50 nm, oxide-interface fixed charge density N =

4 x 1010 cm-2, and source and drain diffusion doping density ND = 1017 cm-3 . In addition,
the channel region is implanted with p-type impurities (impurity concentration N = 2 x
1011 cm- 2) to adjust the threshold voltage. The junction depth of the source and drain
diffusion regions is xj = 1.0 jim.

Plot the variation of the zero-bias threshold voltage V70 as a function of the channel length
(assume that VDS = VSB = 0). Also find V70 for L = 0.7 Am,VDS = 5 V, and VSB = 0.

First, we have to find the zero-bias threshold voltage using the conventional formula
(3.23). The threshold voltage without the channel implant was already calculated for the
same process parameters in Example 3.2, and was found to be V. = 0.40 V. The
additional p-type channel implant will increase the threshold voltage by an amount of qN,
I Cx. Thus, we find the long-channel zero-bias threshold voltage for the process
described above as

GI

VTO = 0.40V + N= 0. 40V + 1.6 X1003 X = 0.855V
C. ~7.03 x1I0 8 .85 

Next, the amount of threshold voltage reduction due to short-channel effects must be
calculated using (3.88). The source and drain junction built-in voltage is

kT ilnND NA"Lo 2 V l o1' .1010 R InC 2 026 V I2.1 X 1020 0.76V

For zero drain bias, the depth of source and drain junction depletion regions is found as

XdS 1d =2 -es - .211.7.8.85x10-14

q. NA 160 9 .10 16 .07XdS =XdD iq .NA ¢°N1. 6 X 10190

= 31.4 X 10-6cm = 0.314 Atm

Now, the threshold voltage shift AV, due to short-channel effects can be calculated as
a function of the gate (channel) length L.



AVTO .C 2 q -cL[rNA 12xs, x 2L d"- 

4.82x10-8 C/cm 2 1.0 Elm 1+2.0.314 m
7.03x1 IO- F/CM2 L tV 1. 0 gm )

Finally, the zero-bias threshold voltage is found as

VTO (short channel) = 0. 855 V - 0. 19V L[]

The following plot shows the variation of the threshold voltage with the channel length.
The threshold voltage decreases by as much as 50% for channel lengths in the submi-
cron range, while it approaches the value of 0.8 V for larger channel lengths.
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Since the conventional threshold voltage expression (3.23) is not capable of accounting
for this drastic reduction of V at smaller channel lengths, its application for short-
channel MOSFETs must be carefully restricted.

Now, consider the variation of the threshold voltage with the applied drain-to-source
voltage. Equation (3.82) shows that the depth of the drain junction depletion region
increases with the voltage VDS. For a drain-to-source voltage of VDS = 5 V, the drain
depletion depth is found as:

92

CHAPTER 3

.... I . i.... I.... 1. l i .. .

....................

rI



XSD -
2.es 1 (O, 21.. .51' .(O. 76 +5.o) =0.863 grnXdD- q NA VDS) (06xl0 7 5)06 MOS Transistor

The resulting threshold voltage shift can be calculated by substituting XdD found above
in (3.88).

C 2L ii x.II j Xd iATO = 2qEsj Al 2F1 X I( ) e +;OX~~~~~~~~~~~

4.82x10 1.0 F +20314 ( +2 0.863
7.03x108 2 0.7 1.0 ) 1.0

= 0.45 V

The threshold voltage of this short-channel MOS transistor is calculated as

VTO = 0.855V -0.45V = 0.405V

which is significantly lower than the threshold voltage predicted by the conventional
long-channel formula (3.23).

Narrow-Channel Effects

MOS transistors that have channel widths W on the same order of magnitude as the
maximum depletion region thickness xdm are defined as narrow-channel devices. Similar
to the short-channel effects examined earlier, the narrow-channel MOSFETs also exhibit
typical characteristics which are not accounted for by the conventional GCA analysis.
The most significant narrow-channel effect is that the actual threshold voltage of such a
device is larger than that predicted by the conventional threshold voltage formula (3.23).
In the following, we will briefly review the physical reasons that cause this discrepancy.
A typical cross-sectional view of a narrow-channel device is shown in Fig. 3.26. The
oxide thickness in the channel region is tox, while the regions around the channel are
covered by a thickfield oxide (FOX). Since the gate electrode also overlaps with the field
oxide as shown in Fig. 3.26, a relatively shallow depletion region forms underneath this
FOX-overlap area as well. Consequently, the gate voltage must also support this
additional depletion charge in order to establish the conducting channel. The charge
contribution of this fringe depletion region to the overall channel depletion charge is
negligible in wider devices. For MOSFETs with small channel widths, however, the
actual threshold voltage increases as a result of this extra depletion charge.



VTO (narrow channel) = VTO + A VTO (3.89)

The additional contribution to the threshold voltage due to narrow-channel effects
can be modeled as follows:

AVTO = C V2qEsj NA 20F| dmA V O -. W (3.90)

where K is an empirical parameter depending on the shape of the fringe depletion region.
Assuming that the depletion region edges are modeled by quarter-circular arcs, for
example, the parameter K can be found as

(3.91)

THICK FIELD OXIDE (FOX)

K=-
2

DRAIN DIFFUSION (n+)

I
Figure 3.26. Cross-sectional view (across the channel) ofanarrow-channelMOSFET. Note that
QNC indicates the extra depletion charge due to narrow-channel effects.

The simple formula given in (3.90) can be modified for various device geometries
and manufacturing processes, such as LOCOS, fully-recessed LOCOS, and thick-field-
oxide MOSFET process. In all cases, we recognize that the additional contribution to V0
is proportional to (xdm W). The amount of threshold voltage increase becomes
significant only for devices which have a channel width Won the same order of magnitude
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as Xdm. Finally, note that for minimum-geometry MOSFETs which have a small channel 95
length and a small channel width, the threshold voltage variations due to short- and
narrow-channel effects may tend to cancel each other out. MOS Transistor

Other Limitations Imposed by Small-Device Geometries

In small-geometry MOSFETs, the characteristics of current flow in the channel between
the source and the drain can be explained as being controlled by the two-dimensional

electric field vector E(x, y). The simple one-dimensional gradual channel approximation
(GCA) assumes that the electric field components parallel to the surface and perpendicu-
lar to the surface are effectively decoupled and, therefore, cannot fully account for some
of the observed device characteristics. These small-geometry device characteristics,
however, may severely restrict the operating conditions of the transistor and impose
limitations upon the practical utility of the device. Accurate identification and character-
ization of these small-geometry effects are crucial, especially for submicron MOSFETs.

One typical condition, which is due to the two-dimensional nature of channel current
flow, is the subthreshold conduction in small-geometry MOS transistors. As already
discussed in the previous sections, the current flow in the channel depends on creating and
sustaining an inversion layer on the surface. If the gate bias voltage is not sufficient to
invert the surface, i.e., VGS < V, the carriers (electrons) in the channel face a potential
barrier that blocks the flow. Increasing the gate voltage reduces this potential barrier and,
eventually, allows the flow of carriers under the influence of the channel electric field.
This simple picture becomes more complicated in small-geometry MOSFETs, because
the potential barrier is controlled by both the gate-to-source voltage VGS and the drain-
to-source voltage VDS. If the drain voltage is increased, the potential barrier in the channel
decreases, leading to drain-induced barrier lowering (DIBL). The reduction of the
potential barrier eventually allows electron flow between the source and the drain, even
if the gate-to-source voltage is lower than the threshold voltage. The channel current that
flows under these conditions (VGS < Ve) is called the subthreshold current. Note that the
GCA cannot account for any nonzero drain current ID for VGS < V. Two-dimensional
analysis of the small-geometry MOSFET yields the following approximate expression
for the subthreshold current.

qD WX n 0 ' q~~ A-VGS+B-VDS)ID(subthreshold) = n c oe ekT (3.92)
LB 

Here, xC is the subthreshold channel depth, Dn is the electron diffusion coefficient, LB is
the length of the barrier region in the channel, and or is a reference potential. Note the
exponential dependence of the subthreshold current on both the gate and the drain
voltages. Identifying subthreshold conduction is very important for circuit applications
where small amounts of current flow may significantly disturb the circuit operation.

We remember from the previous analysis that in small-geometry MOSFETs, the
channel length is on the same order of magnitude as the source and drain depletion region
thicknesses. For large drain-bias voltages, the depletion region surrounding the drain can



96 extend farther toward the source, and the two depletion regions can eventually merge.
This condition is termed punch-through; the gate voltage loses its control upon the drain

CHAPTER 3 current, and the current rises sharply once punch-through occurs. Being able to cause
permanent damage to the transistor by localized melting of material, punch-through is
obviously an undesirable condition, and should be prevented in normal circuit operation.

As some device dimensions, such as the channel length, are scaled down with each
new generation, we find that some dimensions cannot be arbitrarily scaled because of
physical limitations. One such dimension is the gate oxide thickness tx. The reduction
of tx by a scaling factor of S, i.e., building a MOSFET with tox' = tx / S, is restricted by
processing difficulties involved in growing very thin, uniform silicon-dioxide layers.
Localized sites of nonuniform oxide growth, also called pinholes, may cause electrical
shorts between the gate electrode and the substrate. Another limitation on the scaling of
tox is the possibility of oxide breakdown. If the oxide electric field perpendicular to the
surface is larger than a certain breakdown field, the silicon-dioxide layer may sustain
permanent damage during operation, leading to device failure.

Finally, we will consider another reliability problem caused by high electric fields
within the device. We have seen that advances in VLSI fabrication technologies are
primarily based on the reduction of device dimensions, such as the channel length, the
junction depth, and the gate oxide thickness, without proportional scaling of the power
supply voltage (constant-voltage scaling). This decrease in critical device dimensions to
submicron ranges, accompanied by increasing substrate doping densities, results in a
significant increase of the horizontal and vertical electric fields in the channel region.
Electrons and holes gaining high kinetic energies in the electric field (hot carriers) may,
however, be injected into the gate oxide, and cause permanent changes in the oxide-
interface charge distribution, degrading the current-voltage characteristics of the MOSFET
(Fig. 3.27). Since the likelihood of hot-carrier induced degradation increases with
shrinking device dimensions, this problem was identified as one of the important factors
that may impose strict limitations on maximum achievable device densities in VLSI
circuits.

Figure 3.27. Hot-carrier injection into the gate oxide and resulting oxide damage.

The channel hot-electron (CHE) effect is caused by electrons flowing in the channel
region, from the source to the drain. This effect is more pronounced at large drain-to-
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source voltages, at which the lateral electric field in the drain end of the channel
accelerates the electrons. The electrons arriving at the Si-SiO 2 interface with enough
kinetic energy to surmount the surface potential barrier are injected into the oxide.
Electrons and holes generated by impact ionization also contribute to the charge
injection. Note that the channel hot-electron current and the subsequent damage in the
*ate oxide are localized near the drain junction (Fig. 3.27).

0 1 2 3 4 5
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MOS Transistor

Stress conditions:

Vg = 3 V

Vd = 8 V

stress time = 14 h

Drain Voltage (V)

Figure 3.28. Typical drain current vs. drain voltage characteristics of an n-channel MOS
transistor before and after hot-carrier induced oxide damage.

The hot-carrier induced damage in nMOS transistors has been found to result in
either trapping of carriers on defect sites in the oxide or the creation of interface states
atthe silicon-oxide interface, or both. The damage caused by hot-carrier injection affects
(he transistor characteristics by causing a degradation in transconductance, a shift in the
threshold voltage, and a general decrease in the drain current capability (Fig. 3.28). This

-performance degradation in the devices leads to the degradation of circuit performance
over time. Hence, new MOSFET technologies based on smaller device dimensions must
carefully account for the hot-carrier effects and also ensure reliable long-term operation
of the devices.
, Other reliability concerns for small-geometry devices include interconnect damage
through electromigration, electrostatic discharge (ESD) and electrical over-stress (EOS).

3.6. MOSFET Capacitances

The majority of the topics covered in this chapter has been related to the steady-state
behavior of the MOS transistor. The current-voltage characteristics investigated here can
be applied for investigating the DC response of MOS circuits under various operating
conditions. In order to examine the transient (AC) response of MOSFETs and digital

1.0

0.5

0.0



circuits consisting of MOSFETs, on the other hand, we have to determine the nature and
the amount of parasitic capacitances associated with the MOS transistor.

The on-chip capacitances found in MOS circuits are in general complicated func-
tions of the layout geometries and the manufacturing processes. Most of these capaci-
tances are not lumped, but distributed, and their exact calculations would usually require
complex, three-dimensional nonlinear charge-voltage models. In the following, we will
develop simple approximations for the on-chip MOSFET capacitances that can be used
in most hand calculations. These capacitance models are sufficiently accurate to repre-
sent the crucial characteristics of MOSFET charge-voltage behavior, and the equations
are all based on fundamental semiconductor device theory, which should be familiar to
most readers. We will also stress the distinction between the device-related capacitances
and the interconnect capacitances. The capacitive contribution of metal interconnections
between various devices is a very important component of the total parasitic capacitance
observed in digital circuits. The estimation of this interconnect capacitance will be
handled in Chapter 6.

Figure 3.29 shows the cross-sectional view and the top view (mask view) of a typical
n-channel MOSFET. Until now, we concentrated on the cross-sectional view of the
device, since we were primarily concerned with the flow of carriers within the MOSFET.
As we study the parasitic device capacitances, we will have to become more familiar with
the top view of the MOSFET. In this figure, the mask length (drawn length) of the gate
is indicated by LM, and the actual channel length is indicated by L. The extent of both the
gate-source and the gate-drain overlap are LD; thus, the channel length is given by

L= LM -2 LD (3.93)

Note that the source and drain overlap region lengths are usually equal to each other
because of the symmetry of the MOSFET structure. Typically, LD is on the order of 0.1
gm. Both the source and the drain diffusion regions have a width of W. The typical
diffusion region length is denoted by Y. Note that both the source diffusion region and the
drain diffusion region are surrounded by a p+ doped region, also called the channel-stop
implant. As the name indicates, the purpose of this additional p+ region is to prevent the
formation of any unwanted (parasitic) channels between two neighboring n+ diffusion
regions, i.e., to ensure that the surface between two such regions cannot be inverted.
Hence, the p+ channel-stop implants act to electrically isolate neighboring devices built
on the same substrate.

We will identify the parasitic capacitances associated with this typical MOSFET
structure as lumped equivalent capacitances observed between the device terminals (Fig.
3.30), since such a lumped representation can be easily used to analyze the dynamic
transient behavior of the device. The reader must always be reminded, however, that in
reality most parasitic device capacitances are due to three-dimensional, distributed.
charge-voltage relations within the device structure. Based on their physical origins, the
parasitic device capacitances can be classified into two major groups: oxide-related
capacitances and junction capacitances. First, the oxide-related capacitances will be
considered.
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Figure 3.29. Cross-sectional view and top view (mask view) of a typical n-channel MOSFET.
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Figure 3.30. Lumped representation of the parasitic MOSFET capacitances.
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100 Oxide-related Capacitances

CHAPTER 3 It was shown earlier that the gate electrode overlaps both the source region and the drain
region at the edges. The two overlap capacitances that arise as a result of this structural
arrangement are called CGD (overlap) and CGS (overlap), respectively. Assuming that
both the source and the drain diffusion regions have the same width W, the overlap
capacitances can be found as

CGS (overlap) Co, * W LD

CGD(overlap) C0x * W. LD (3.94)
with

9 (3.95)
ox

Note that both of these overlap capacitances do not depend on the bias conditions, i.e.,
they are voltage-independent.

Now consider the capacitances which result from the interaction between the gate
voltage and the channel charge. Since the channel region is connected to the source, the
drain, and the substrate, we can identify three capacitances between the gate and these
regions, i.e., Cgs, C d and C b respectively. Notice that in reality, the gate-to-channel
capacitance is distributed and voltage-dependent. Then, the gate-to-source capacitance
Cgs is actually the gate-to-channel capacitance seen between the gate and the source
terminals; the gate-to-drain capacitance C ad is actually the gate-to-channel capacitance
seen between the gate and the drain terminals. A simplified view of their bias-dependence
can be obtained by observing the conditions in the channel region during cut-off, linear,
and saturation modes.

In cut-off mode (Fig. 3.31(a)), the surface is not inverted. Consequently, there is no
conducting channel that links the surface to the source and to the drain. Therefore, the
gate-to-source and the gate-to-drain capacitances are both equal to zero: Cgs = Cgd= 0.
The gate-to-substrate capacitance can be approximated by

Cgb = Cox W- L (3.96)

In linear-mode operation, the inverted channel extends across the MOSFET, be-
tween the source and the drain (Fig. 3.31(b)). This conducting inversion layer on the
surface effectively shields the substrate from the gate electric field; thus, Cgb = 0. In this
case, the distributed gate-to-channel capacitance may be viewed as being shared equally
between the source and the drain, yielding

1
Cgs Cgd - CX W- L (3.97)

When the MOSFET is operating in saturation mode, the inversion layer on the
surface does not extend to the drain, but it is pinched off (Fig. 3.31(c)). The gate-to-drain



c capacitance component is therefore equal to zero (Cgd = 0) . Since the source is still linked
to the conducting channel, its shielding effect also forces the gate-to-substrate capaci-

Itance to be zero, Cgb = 0. Finally, the distributed gate-to-channel capacitance as seen
between the gate and the source can be approximated by

C - C W L
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(3.98)

Table 3.6 lists a summary of the approximate oxide capacitance values in three different
X operating modes of the MOSFET. The variation of the distributed parasitic oxide
capacitances as functions of the gate-to-source voltage VGS is also shown in Fig. 3.32.
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Figure 3.31. Schematic representation of MOSFET oxide capacitances during (a) cut-off, (b)
linear, and (c) saturation modes.

I� capacitances as functions of the gate-to-source voltage VGS is also shown in Fig. 332.
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Obviously, we have to combine the distributed Cgs. and Cgd values found here with the
relevant overlap capacitance values, in order to calculate the total capacitance between
the external device terminals. It is also worth mentioning that the sum of all three voltage-
dependent (distributed) gate oxide capacitances (Cgb + Cgs + Cgd) has a minimum value
of 0.66 Cox WL (in saturation mode) and a maximum value of Cox WL (in cut-off and linear
modes). For simple hand calculations where all three capacitances can be considered to
be connected in parallel, a constant worst-case value of Cox W (L+2LD) can be used for
the sum of MOSFET gate oxide capacitances.

Table 3.6.
transistor.

0

8

(S

.g

z

Approximate oxide capacitance values for three operating modes of the MOS

VT VT+VDS

Gate-to-source Voltage (VGS)

Figure 3.32. Variation of the distributed (gate-to-channel) oxide capacitances as functions of
gate-to-source voltage VGS.
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Cgb (total) C~, WL 0 0

Cgd (total) COXWLD Cx WL + C,, WLD C.WLD

Cgs (total) COXWLD C WL+C0 WLD 3 CoxWL+C WLD
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Junction Capacitances

Now we consider the voltage-dependent source-substrate and drain-substrate junction
capacitances, Csb and Cdb, respectively. Both of these capacitances are due to the
depletion charge surrounding the respective source or drain diffusion regions embedded
in the substrate. The calculation of the associated junction capacitances is complicated
by the three-dimensional shape of the diffusion regions that form the source-substrate and
the drain-substrate junctions. Note that both of these junctions are reverse-biased under
normal operating conditions of the MOSFET and that the amount of junction capacitance
is a function of the applied terminal voltages. Figure 3.33 shows the simplified, partial
geometry of a typical n-channel enhancement MOSFET, focusing on the n-type diffusion
region within the p-type substrate. The analysis to be carried out in the following will
apply to both n-channel and p-channel MOS transistors.

Gate Oxide

MOS Transistor

y

Source and Drain /
Diffusion Regions

Figure 3.33. Three-dimensional view of the n' diffusion region within the p-type substrate.

As seen in Fig. 3.33, the n+ diffusion region forms a number of planar pn-junctions
with the surrounding p-type substrate, indicated here with 1 through 5. The dimensions
of the rectangular box representing the diffusion region are given as W, Y, and . Abrupt
(step) pn-junction profiles will be assumed for all junctions for simplicity. Also,
comparing this three-dimensional view with Fig. 3.29, we recognize that three of the five
planar junctions shown here (2, 3, and 4) are actually surrounded by the p+ channel-stop
implant. The junction labeled (1) is facing the channel, and the bottom junction (5) is
facing the p-type substrate, which has a doping density of NA. Since the p+ channel-stop
implant density is usually about ONA, the junction capacitances associated with these
sidewalls will be different from the other junction capacitances (see Table 3.7). Note that
in general, the actual shape of the diffusion regions as well as the doping profiles are much
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more complicated. However, this simplified analysis provides sufficient insight for the
first-order estimation of junction-related capacitances.

Table 3.7. Types and areas of the pn-junctions shown in Figure 3.33.

To calculate the depletion capacitance of a reverse-biased abrupt pn-junction,
consider first the depletion region thickness, Xd. Assuming that the n-type and p-type
doping densities are given by ND and NA, respectively, and that the reverse bias voltage
is given by V (negative), the depletion region thickness can be found as follows:

Xd = 2-E NA + ND (00 V)q NA ND ov (3.99)

where the built-in junction potential is calculated as

00 = kT ln( NA ND )
q ni ' (3.100)

Note that the junction is forward-biased for a positive bias voltage V, and reverse-biased
for a negative bias voltage. The depletion-region charge stored in this area can be written
in terms of the depletion region thickness, xd.

Qj =A q ( NA ND )d =A1 2. Esi q( NA ND ) -V)(1= .{NA + D . NA + ND ( 0 ) (3.101)

Here, A indicates the junction area. The junction capacitance associated with the
depletion region is defined as

d =|- (3.102)
dV 1'
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Junction Area Type

1 W x n+/p
2 Y.xj n+/p+

3 W.xj n+/p+

4 Y.xj n+/p+

5 W Y n+/p



By differentiating (3.101) with respect to the bias voltage V, we can now obtain the 105
expression for the junction capacitance as follows.

MOS Transistor

c 1 (v)=A. s . NA, -ND I 
2 NA +ND) (3.103)

This expression can be rewritten in a more general form, to account for the junction
grading.

I1- V) (3.104)

The parameter m in (3.104) is called the grading coefficient. Its value is equal to 1/2 for
an abrupt junction profile, and 1/3 for a linearly graded junction profile. Obviously, for
an abrupt pn-junction profile, i.e., for m = 1/2, the equations (3.103) and (3.104) become
identical. The zero-bias junction capacitance per unit area Cjo is defined as

C} | 2 N+ND) (3.105)

Note that the value of the junction capacitance Cj given by (3.104) ultimately
depends on the external bias voltage that is applied across the pn-junction. Since the
terminal voltages of a MOSFET will change during dynamic operation, accurate
estimation of the junction capacitances under transient conditions is quite complicated;
the instantaneous values of all junction capacitances will also change accordingly. The
problem of estimating capacitance values under changing bias conditions can be
simplified, if we calculate a large-signal average (linear) junction capacitance instead,
which, by definition, is independent of the bias potential. This equivalent large-signal
capacitance can be defined as follows:

Ceq = 9Q=(V) Q,(1L l V| Cj(V)dV (3.106)
LW V -V V2 -Vv

Here, the reverse bias voltage across the pn-junction is assumed to change from VI to V2.
Hence, the equivalent capacitance Ceq is always calculated for a transition between two
known voltage levels. By substituting (3.104) into (3.106), we obtain

A Cjo * To0 1 2 A - 1V A-
Ceq A 0*( - m) ) 2 (3.107)

(V2-V1).(l-m) ToO.



For the special case of abrupt pn-junctions, equation (3.107) becomes

C 2 _ A C-o o, 0 _ I C(eq 2 -A. -° I to 
(V -00~F7

(3.108)

This equation can be rewritten in a simpler form by defining a dimensionless coefficient
Kenq as follows:

Ceq = A Cjo Kq (3.109)

K eq 2 - V o-v°2 - 0 ) (3.110)

where Keq is the voltage equivalence factor (note that 0 < Keq < 1). Thus, the coefficient
Keq allows us to take into account the voltage-dependent variations of the junction
capacitance. The accuracy of the large-signal equivalent junction capacitance C found
by using (3.109) and (3.110) is usually sufficient for most first-order hand calculations.
Practical applications of the capacitance calculation methods discussed here will be
illustrated in the following examples.

Example 3.7.

Consider a simple abrupt pn-junction, which is reverse-biased with a voltage Vbias. The
doping density of the n-type region is ND 1019 cm-3, and the doping density of the p-
type region is given as NA = 1016 cm-3. The junction area is A = 20 gum x 20 gm.

First, we will calculate the zero-bias junction capacitance per unit area, C , for this
structure. The built-in junction potential is found as

p-type n-type

Abrupt Junction

Va

Vbias
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00=-IlT( = . 0.026 V-In .10) =0.88V 107
q n7 2.1x 10 MOS Transistor

Using (3.105), we can calculate the zero-bias junction capacitance

Cj - es'q( NA ND ) 1
2 NA +ND) 00

|11.78.85x1014F/cm 1.6x 10-19C (10161019 1
2 1016 +1019) 0.88V

=3.1xlO-8 F/cm2

Next, find the equivalent large-signal junction capacitance assuming that the reverse bias
voltage changes from V = 0 to V2 = - 5 V. The voltage equivalence factor for this
transition can be found as follows:

Keq V2 -oV1()

- 2V58( 0. 88-(-5)-16 )=0 56

Then, the average junction capacitance can be found simply by using (3.109).

Cq=A - Cjo Kq =400x10 8 cm2 .3.1x10 8 F/cm2 0.56=69fF

It was shown in Fig. 3.29 and Fig. 3.33 that the sidewalls of a typical MOSFET source
or drain diffusion region are surrounded by a p channel-stop implant, with a higher
doping density than the substrate doping density NA. Consequently, the sidewall zero-
bias capacitance COsw as well as the sidewall voltage equivalence factor Keq(sw) will be
different from those of the bottom junction. Assuming that the sidewall doping density
is given by NA(sw), the zero-bias capacitance per unit area can be found as follows:

cjo~w si q NA(SW)ND 1
CjOsw = .NA(SW)+ND (3.111)



where 0Osw is the built-in potential of the sidewall junctions. Since all sidewalls in a
typical diffusion structure have approximately the same depth of x;, we can define a zero-
bias sidewall junction capacitance per unit length.

cjsw = cjosw Xj (3.112)

The sidewall voltage equivalence factor Keq(sw) for a voltage swing between V and V2
is defined as follows:

Keq(SW)= V ( 00sw-V 2 - 4Osw-VI )
V2 -VI

(3.113)

Combining the equations (3.111) through (3.113), the equivalent large-signal junction
capacitance Ceq(SW) for a sidewall of length (perimeter) P can be calculated as

Ceq (S) = P Cjsw Keq (SW) (3.114)

Example 3.8.

Consider the n-channel enhancement-type MOSFET shown below. The process param-
eters are given as follows:

Substrate doping
Source / drain doping
Sidewall (p+) doping
Gate oxide thickness
Junction depth

10m

5jm

NA = 2 x 1015 cm-3

ND = 1019 cm-3

NA(sw) = 4 x 1016 cm-3

tox = 45 nm
Xj= 1.0 m

GATE

2 gm
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Note that both the source and the drain diffusion regions are surrounded by p+ 109
channel-stop diffusion. The substrate is biased at 0 V. Assuming that the drain voltage
is changing from 0.5 V to 5 V, find the average drain-substrate junction capacitance Cdb. MOS Transistor

First, we recognize that three sidewalls of the rectangular drain diffusion structure
form n+/p+ junctions with the p+ channel-stop implant, while the bottom area and the
sidewall facing the channel form n/p junctions. Start by calculating the built-in
potentials for both types of junctions.

T =I NA-ND =0D026 V l( 2 1 10') = 0. 837 V

kT _NA_______N ~ 4 x10'0 .1019
0sw In = =0. 026 VlnL 0 =0.915 V

Next, we calculate the zero-bias junction capacitances per unit area:

CA = NA ND 1
J° V 2 TNA + ND 00

|11.78.85x10-14F/cm 1.6x 10-9C 2x1I0 5 1019 1

2 2 x 1015 +1019 0.837 V

= 1.41 x 108 F/cm 2

CiO~w =es*q.( NA (SW) ND') 1J0sW V 2 L NA(SW) + ND) OSW

|11.7.8.85 x 4F/cm 1. 6 x 1019 C 4x101 6 101 9 1

2 . 4X1016+1019 0.915 V

6.01 10-8 F/cm 2

The zero-bias sidewall junction capacitance per unit length can also be found as follows.

CJSW= Ciosw xj = 6.01 x 10-8 F/cm2 .10-4 cm = 6.01 pF/cm

In order to take the given drain voltage variation into account, we must now calculate the
voltage equivalence factors, Keq and Keq(sw), for both types ofjunctions. This will allow
us to find the average large-signal capacitance values.
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Keq =- .(lo.837+5 - 0.837+0. )=0.51

CHAPTER 3 5 ( ° S)

Keq (sw)= -5 (_05) (0.915+5- O.915+0.5)=0.53-Keq

The total area of the n+/p junctions is calculated as the sum of the bottom area and the
sidewall area facing the channel region.

A = (10 x 5) gM2 + (5 x 1) Jim2 =55 Jim2

The total-length of the n+/p+ junction perimeter, on the other hand, is equal to the sum of
three sides of the drain diffusion area. Thus, the combined equivalent (average) drain-
substrate junction capacitance can be found as follows:

(Cdib) =A-Cjo Keq +P.Cj. Keq(sw)

=55x 10-8 cm2 1.41x 10 8 F/cm2 .0.51

+ 25 x 104 cm 6. 01xO10 12 F/cm 0.53= 1 9 x10- F=11.9 fF
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Exercise Problems 111

MOS Transistor
3.1 Consider a MOS system with the following parameters:

t =200A
Oc= - 0.85 V
NA= 2.1015 cm-3

Q0x= q 2 1011 C/cm2

(a) Determine the threshold voltage V under zero bias at room tem-
perature (T = 300 K). Note that eo,=3.97ev and eS,=11.7eO.

(b) Determine the type (p-type or n-type) and amount of channel implant
(N,/cm2) required to change the threshold voltage to 0.8 V.

3.2 Consider a diffusion area which has the dimensions 10 gum x 5 pm, and the
abrupt junction depth is 0.5 gum. Its n-type impurity doping level is ND= 1 102°
cm-3 and the surrounding p-type substrate doping level is NA=11016 cm-3.
Determine the capacitance when the diffusion area is biased at 5 V and the
substrate is biased at 0 V. In this problem, assume that there is no channel-stop
implant.

3.3 Describe the relationship between the mask channel length, Lm, and the
electrical channel length, L. Are they identical? If not, how would you express
L in terms of Lmask and other parameters?

3.4 How is the device junction temperature affected by the power dissipation of
the chip and its package? Can you describe the relationship between the device
junction temperature, ambient temperature, chip power dissipation, and
packaging quality?

3.5 Describe the three main components of the load capacitance Cload, when a
logic gate is driving other fanout gates.

3.6 Consider the layout of an nMOS transistor shown in Fig. P3.6. The process
parameters are:

ND =2102 0cm-3
NA= 1- 10'5 cm3

X= 0.5 gum



LD= 0.5 gum
t. = 0.05 gm
VIO = 0.8 V

Channel stop doping = 16.0 x (p-type substrate doping)

Wn = 10 Am

Figure P3.6

Find the effective drain parasitic capacitance when the drain node voltage
changes from 5 V to 2.5 V.

3.7 A set of I-V characteristics for an nMOS transistor at room temperature is
shown below for different biasing conditions. Figure P3.7 shows the measure-
ment setup.

Using the data, find: (a) the threshold voltage V.,' (b) electron mobility M,,,
and (c) body effect coefficient gamma (y).

Some of the parameters are given as: WIL = 1.0, t, = 345 A, 20F1 = 0.64 V.

V" (V) VDs (V) VSB (V) D (±A)

4 4 0.0 256
5 5 0.0 441
4 4 2.6 144
5 5 2.6 256
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Figure P3.7

3.8 Compare the two technology scaling methods, namely, (i) the constant
electric-field scaling and (ii) the constant power-supply voltage scaling. In
particular, show analytically by using equations how the delay time, power
dissipation, and power density are affected in terms of the scaling factor, S.

To be more specific, what would happen if the design rules change from, say,
1 gm to 1/S m (S > 1) ?

3.9 A pMOS transistor was fabricated on an n-type substrate with a bulk doping
density of ND= 1016cm-

3
, gate doping density (n-type poly) of ND= 1020 cm-3,

Q0 /q = 4.1010 cm-2, and gate oxide thickness of to,= 0.1 Igm. Calculate the
threshold voltage at room temperature for V.,= 0. Use e = 1 1.7eO.

3.10 A depletion-type nMOS transistor has the following device parameters:

,t = 500 cm2/V-s
t =345A
120FI = 0.84 V
W/L = 1.0

Some laboratory measurement results of the terminal behavior of this device
are shown in the table below. Using the data in the table, find the missing value
of the gate voltage in the last entry. Show all of the details of your calculation.



3.11 Using the parameters given below, calculate the current through two
nMOS transistors in series (see Figure P3.11), when the drain of the top
transistor is tied to VDD, the source of the bottom transistor is tied to Vss= 0 and
their gates are tied to VDD. The substrate is also tied to V.,= 0 V. Assume that
WIL = 10 for both transistors.

k'= 25 AA/V 2

VM = 10 V
Y = 0.39 V1,2

120F = 0.6 V

Hint: The solution requires several iterations, and the body effect on threshold
voltage has to be taken into account. Start with the KCL equation.

5V

+5V

Figure P3.11

3.12 The following parameters are given for an nMOS process:

t= 500 A
substrate doping NA = 11016 cm-3

polysilicon gate doping ND = 1 10 2 0
cm-3

oxide-interface fixed-charge density N = 2 010cm-3

(a) Calculate VT for an unimplanted transistor.
(b) What type and what concentration of impurities must be implanted

toachieveVT=+2VandVT =-2V?

3.13 Using the measured data given below, determine the device parameters V,
k, y, and A, assuming 2 = - 0.6 V.
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3.14 Using the design rules specified in Chapter 2, sketch a simple layout of an
nMOS transistor on grid paper. Use a minimum feature size of 3 Aum. Neglect
the substrate connection. After you complete the layout, calculate approximate
values for C., CSb, and Cdb. The following parameters are given.

Substrate doping NA = 1016 cm-3

Drain/source doping ND = 1019 cm-3

W= 15 gm
L = 3 gim
tox = 0.05 lam

Junction depth = 0.5 gm
Sidewall doping = 107 cm-3
drain bias = 0 V

3.15 Derive the current equation for a p-channel MOS transistor operating in
the linear region, i.e., for VSG + VTP> VSD.

3.16 An enhancement-type nMOS transistor has the following parameters:

Vh=0.8V
y =0.2Vln

X=0.05 V-`
120, = 0.58 V
k'= 20 AA/V2

(a) When the transistor is biased with VG= 2.8 V, VD= 5 V, Vs = V,
and V = V, the drain current is ID = 0.24 mA. Determine WIL.

(b) Calculate ID for VG= 5 V, VD= 4 V, Vs= 2 V, and VB= V.

(c) If tt= 500 cm2/Vs and C9 = Cox-W-L = 1.0 x 10-15F, find W and L.

3.17 An nMOS transistor is fabricated with the following physical parameters:

ND = 1020 cm-3

NA(substrate) = 1016 cm-3

N+ A(chan. stop) = 1019 cm-3

W =10 gum

VGS (V) V (V) VBS (V) ID (AlA)

2 5 0 10
5 5 0 400
5 5 3 280
5 8 0 480



Y= 5 m
L= 1.5 gm
LD = 0.25 glm
X = 0.4 m

(a) Determine the drain diffusion capacitance for VDB = 5 V and 2.5 V.

(b) Calculate the overlap capacitance between gate and drain for an
oxide thickness of t = 200 A.
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CHAPTER4

MODELING OF MOS
TRANSISTORS USING SPICE

SPICE (Simulation Program with Integrated Circuit Emphasis) is a general-purpose
circuit simulator which is used very widely both in the microelectronics industry and in
educational institutions as an essential computer-aided design (CAD) tool for circuit
design. After almost two decades of running on various platforms around the world, it can
be regarded as the de facto standard in circuit simulation. Most engineers and circuit
designers using SPICE acknowledge how critical the input models for transistors are to
obtain simulation outputs matching the experimental data. In the fast-advancing field of
VLSI design, a sound knowledge of physical models used to describe the behavior of
transistors and knowledge of various device parameters are essential for performing
detailed circuit simulations and for optimizing design. This chapter will describe the
physical aspects of various MOSFET models used in SPICE, and discuss the model
equations as well as the model parameters. Also, practical comparisons among the
different MOSFET models available in SPICE will be offered, which may help the users
to select the most appropriate device model for a given simulation task. It will be assumed
that the reader already has a working knowledge of SPICE, the structure of circuit input
files, and the use of MODEL description statements.

SPICE has three built-in MOSFET models: LEVEL 1 (MOS1) is described by a
square-law current-voltage characteristic, LEVEL 2 (MOS2) is a detailed analytical
MOSFET model, and LEVEL 3 (MOS3) is a semi-empirical model. Both MOS2 and
MOS3 include second-order effects such as the short-channel threshold voltage, sub-
threshold conduction, scattering-limited velocity saturation, and charge-controlled ca-
pacitances. The level (type) of the MOSFET model to be used in a particular simulation

A



task is declared on the MODEL statement. In addition, the user can describe a large
number of model parameters in this statement. Information about the geometry of a
particular device, such as the channel length, channel width, and source and drain areas,
is usually given on the element description line of that device. Some typical MOSFET
element description lines and MODEL statements are given below.

Ml 3 1 0 0 NMOD L=1U WM1OU AD-120P PD-42U

NEMV32 14 9 12 5 PMOD L-1.2U W=20U

.NODEL NOD N*O8 (LEVEL-1 VTO-1.4 P-4.5E-5 CBD-5PF CBS-2PP)

.MDDEL PMDD PMO8 (VTO--2 KP-3.OE-5 LANDMBD0.02 GANMA=O.
+ CBD=4PF CBS-2P1 RD-5 RS-3 CGDO-1PF
+ CGSO=1PF MMGMIODW1

.4

4.1. Basic Concepts

In the following, we will examine the various model equations and the model parameters
associated with the built-in MOSFET models. We will also discuss the usual (normal)
range for the parameter values and the default values of the model parameters which are
already incorporated into SPICE. A list of all MOSFET model parameters is given in
Table 4.1.

The equivalent circuit structure of the NMOS LEVEL 1 model, which is the default
MOSFET model in SPICE, is shown in Fig. 4.1. This basic structure is also typical for
the LEVEL 2 and LEVEL 3 models. Note that the voltage-controlled current source ID
determines the steady-state current-voltage behavior of the device, while the voltage-
controlled (nonlinear) capacitors connected between the terminals represent the parasitic
oxide-related and junction capacitances. The source-substrate and the drain-substrate
junctions, which are reverse-biased under normal operating conditions, are represented
by ideal diodes in this equivalent circuit. Finally, the parasitic source and drain
resistances are represented by the resistors RD and Rs, respectively, connected between
the drain current source and the respective terminals.

The basic geometry of an MOS transistor can be described by specifying the nominal
channel (gate) length L and the channel width W both of which are indicated on the
element description line. The channel width W is, by definition, the width of the area
covered by the thin gate oxide. Note that the effective channel length Lef is defined as
the distance on the surface between the two (source and drain) diffusion regions. Thus,
in order to find the effective channel length, the gate-source overlap distance and the gate-
drain overlap distance must be subtracted from the nominal (mask) gate length specified
on the device description line. The amount of gate overlap over the source and the drain
can be specified by using the lateral diffusion coefficient LD in SPICE.
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Figure 4.1. Equivalent circuit structure of the LEVEL I MOSFET model in SPICE.

For modeling p-channel MOS transistors, the direction of the dependent current source,
the polarities of the terminal voltages, and the directions of the two diodes representing
the source-substrate and the drain-substrate junctions must be reversed. Otherwise, the
equations to be presented in the following sections apply to p-channel MOSFETs as well.

4.2. The LEVEL 1 Model Equations

The LEVEL 1 model is the simplest current-voltage description of the MOSFET, which
is basically the GCA-based quadratic model originally proposed by Shichman and
Hodges. The equations used for the LEVEL 1 n-channel MOSFET model in SPICE are
as follows.

Linear Region

ID =" 2 L [2(VGs-VT)VDs-VD2s](1+AVDs) for VGS2VT

and VDS < VG VT

Saturation Region

=k' W2(+ .ID =-. (YGS -VT) (+A DS)
2 Lff

for VGS 2 VT

and VDS 2 VGS - VT

G 

(4.1)

(4.2)
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122 where the threshold voltage VT is calculated as

CHAPTER 4
VT = VTO + 12 FI+ VSB a12F) (4-3)

Note that the effective channel length Le used in these equations is found as follows:

Leff =L-2LD (4.4)

The empirical channel length modulation term (1 + VDS) appears both in the linear
region and in the saturation region equations, although the physical channel length
shortening effect is observed only in saturation. This term is included in the linear region
equations to ensure the continuity of the first-order derivatives at the linear-saturation
region boundary.

Five electrical parameters completely characterize this model: k, V, Y, 120A, and
A. These parameters (KP, VTO, GAMMA, PHI, and LAMBDA, respectively) can be
specified directly in the MODEL statement, or some of them can be calculated from the
physical parameters, as follows.

k'=,u Cx where C0 = EOX (45)
tox

2. = E q NA

COX (4.6)

2OF = 2- In) ) (4.7)

Thus, it is also possible to specify the physical parameters t, and NA in the MODEL
statement instead of the electrical parameters, or a combination of both types of
parameters. If a conflict occurs (for example, if both the electron mobility ,u and the
electrical parameter k' are specified in the MODEL statement), the given value of the
electrical parameter (in this case k) overrides the physical parameter. Typical variations
of the drain current with the significant electrical model parameters KP, VTO, GAMMA,
and LAMBDA are shown in Figs. 4.2 through 4.6. Nominal parameter values used in the
simulations are:

k'= 27.6 A/V2 KP 27. 6U
VTO= 1.0V VTO - 1
y= 0.53 V/ 2 GA A 0 0.53
2OF = - 0.58, PHI - 0.58
A=0 LAMBDA O



The corresponding physical parameter values (which may be overridden by the electrical
parameters listed above) are as follows:

Un = 800 cm 2/V s
tox = 100 nm
NA = 1015 cm-3
LD= 0.8 m

UO - 800
TOX 1001-9
NSUB - 115
LD - 0.83-6

A.
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In summary, for simple simulation problems the LEVEL 1 model offers a useful
estimate of the circuit performance without using a large number of device model
parameters. In the following two sections, we present basic equations for LEVEL 2 and
LEVEL 3 models, although they are not identical to the SPICE-implemented versions.

4.3. The LEVEL 2 Model Equations

To obtain a more accurate model for the drain current, it is necessary to eliminate some
of the simplifying assumptions made in the original GCA analysis. Specifically, the bulk
depletion charge must be calculated by taking into account its dependence on the

Figure 4.2. Variation of the drain current with model parameter VTO, for the LEVEL 1 model
(Copyright © 1988 by McGraw-Hill, Inc.).

IDf

.. V
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U 1 2 3 4 5 VS, V

Figure 4.3. Variation of the drain current with model parameter KP, for the LEVEL 1 model
(Copyright © 1988 by McGraw-Hill, Inc.).

V

Figure 4.4. Variation of the drain current with model parameter TOX, for the LEVELI model
(Copyright ) 1988 by McGraw-Hill, Inc.).
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V

Figure 4.5. Variation of the drain current with parameter LAMBDA, for the LEVEL1 model
(Copyright © 1988 by McGraw-Hill, Inc.).

V

Figure 4.6. Variation of the drain current with parameter GAMMA, for the LEVEL2 model
(Copyright © 1988 by McGraw-Hill, Inc.).
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126 channel voltage. Solving the drain current equation using the voltage-dependent bulk
charge term, the following current-voltage characteristics can be obtained:

CHAPTER 4

(I-i*VDS) 7 {( SVFBj2;0FFI 2 ) VDS

VB 1P1)3/2 - (-V +I~I3/21} (4.8)--3 [(VDS -VB + 2 OF| (BS +1|20F|)]}(48

Here, VFB denotes theflat-band voltage of the MOSFET. Note that the corrective term
for channel length modulation is present in the denominator in this current equation. The
model equation (4.8) also includes a variation of the drain current with the parameter y,
even if the substrate-to-source voltage VBS is equal to zero. The saturation condition is
reached when the channel (inversion) charge at the drain end becomes equal to zero. From
this definition, the saturation voltage VDSAT can be calculated as

VDSAT = VGS VFB I2 OFI + -1 + 2 (VGS-VFB)J (4.9)

The saturation mode current is

ID = Ii) (4.10)

where Dsat is calculated from (4.9) using VDS = VDSAT. The zero-bias threshold voltage
VTO corresponding to the LEVEL 2 model can be calculated from (4.8) as follows:

VTO = GCC +14b2OF1+Y. I2XFJ (4.11)
Cox

where <PGC denotes the gate-to-channel work function difference and NSS denotes the
fixed surface (interface) charge density. The LEVEL 2 model yields more accurate
results than the simple LEVEL 1 model, but its accuracy is still not sufficient to achieve
good agreement with experimental data, especially for short- and narrow-channel
MOSFETs. Consequently, a number of semi-empirical corrections have been added to
the basic equations, in order to improve their precision. Some of these enhancements will
be discussed in the following.

Variation of Mobility with Electric Field

In the current equations presented above, the surface carrier mobility has been assumed
constant, and its variation with applied terminal voltages has been neglected. This

A



* approximation simplifies the calculation of the drain current integral, but in reality, the 127
surface mobility decreases with the increasing gate voltage. In order to simulate this
mobility variation, which is primarily due to the scattering of carriers in the channel, the Modeling of
parameter k' is modified as follows: MOS Transistors

Using SPICE

k'(new) = k .( Es..toC f U VDS)j (4.12)

Here, the parameter Uc represents the gate-to-channel critical field, the parameter Ut
represents the contribution of the drain voltage to the gate-to-channel field, and Ue is an
exponential fitting parameter. U. is usually chosen between 0 and 0.5. This formula
allows a good agreement between SPICE simulation results and experimental data, for
long-channel MOSFETs.

Variation of Channel Length in Saturation Mode

Both the LEVEL 1 and the LEVEL 2 model equations use the empirical parameter A to
account for the channel length modulation effect in the saturation region. The LEVEL 2
model also offers the possibility of using a physical expression for calculating the channel
length in saturation mode:

L'eff = Lff -AL (4.13)

where

AL= ~2 ESl L VDS + (VDS-VDSAT|] (4.14

N q A L ) (4.14)

Thus, if the empirical channel length shortening (modulation) coefficient A is not
specified in the MODEL statement, its value can be found as

AL
Leff*VDS ~~~~~~~~(4.15)Leff '. VD S

The slope of the ID-VDscurve in saturation can be adjusted and fitted to experimental data
by changing the substrate doping parameter NA. In this case, however, other NA-
dependent electrical parameters such as 24 F and y must be specified separately in the
.MODEL statement, since NA is being used as a fitting parameter for the saturation mode
slope.

Saturation of Carrier Velocity

The calculation of the saturation voltage VDSAT in (4.9) is based on the assumption that
the channel charge near the drain becomes equal to zero when the device enters saturation.



128 This hypothesis is actually incorrect, since a minimum charge concentration greater than
zero must exist in the channel, due to the carriers that sustain the saturation current. This

CHAPTER 4 minimum concentration depends on the speed of the carriers. Moreover, carriers in the
channel usually reach the maximum speed limit, i.e., their velocity saturates, before the
channel charge approaches zero. This maximum carrier speed in the channel is denoted
as vmax. The inversion layer charge at the channel-end (for VDS = VDSAT) is found as

Qv = Dat (4.16)

The value of the saturation voltage VDSAT can also be found from this expression. If the
parameter is specified in the MODEL statement, the amount of channel length shorten-
ing (AL) in saturation is calculated by the following formula, instead of (4.14).

XDV. XD2 V

AL = XD' * 2 ) + VDS -VDSAT 2 (4.17)

where

XD = Nf (4.18)

Here, the parameter Neff is used as a fitting parameter. This model provides good
agreement with experimental data for MOSFETs with long channel lengths. On the other
hand, its implementation is complicated because of a discontinuity of the first derivative
at the saturation region boundary. This difficulty may sometimes cause convergence
problems in the Newton-Raphson algorithm.

Subthreshold Conduction

The basic model implemented in SPICE calculates the drift current in the channel when
the surface potential is equal to or larger than 2 ., i.e., in strong surface inversion. In
reality, as already explained in Chapter 3, a significant concentration of electrons exists
near the surface for VGS < VT.; therefore, there is a channel current even when the surface
is not in strong inversion. This subthreshold current is due mainly to diffusion between
the source and the channel. The model implemented in SPICE introduces an exponential,
semi-empirical dependence of the drain current on VGS in the weak inversion region. A
voltage Von is defined as the boundary between the regions of weak and strong inversion
(Fig. 4.7).

ID(weak inversion) = Ion . e(Vs o) nkT) (



Here, Ion is the current in strong inversion for VGS = Von, and the voltage Von is found as

V.f = VT +-
q

+ q.NFS + Cd

C. CO.

(4.20)
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(4.21)

The parameter NFS is defined as the number of fast superficial states, and is used as a
fitting parameter that determines the slope of the subthreshold current-voltage character-
istics. Cd is the capacitance associated with the depletion region. It is clear that the model
introduces a discontinuity for VGS= Von; therefore, the simulation of the transition region
between weak and strong inversion is not very precise.

IDS

VGS, V

Figure 4.7. Variation of the drain current in the weak inversion region, as a function of the gate
voltage and for different values of the parameter NFS, in the LEVEL 2 model (Copyright © 1988
by McGraw-Hill, Inc.).

Other Small-Geometry Corrections

The current-voltage equations (4.8) through (4.10) have been obtained from a theory that
does not take into account two-dimensional and small-geometry effects. Therefore, these
equations do not include a link between the threshold voltage and the channel dimensions
W and L. As already discussed in Chapter 3, however, the threshold voltage is a function
of both device dimensions in small-geometry MOSFETs.

where



The model used in SPICE (LEVEL 2) incorporates essentially the same equations
presented in Chapter 3 for short- and narrow-channel effects. The model parameters x;
and NA can be used as fitting parameters for the short-channel effect, but it is difficult to
obtain satisfactory results over a large range of channel lengths. Moreover, this model
does not adequately explain the dependence of VT on the drain voltage. For narrow-
channel effects, the empirical parameter S is used for fitting the experimental data. The
calculation of narrow-channel threshold voltage variations can be disabled by specifying
3 = 0 in the MODEL statement.

4.4. The LEVEL 3 Model Equations

The LEVEL 3 model has been developed for simulation of short-channel MOS' transis-
tors; it can represent the characteristics of MOSFETs quite precisely for channel lengths
down to 2 gum. The current-voltage equations are formulated in the same way as for the
LEVEL 2 model. However, the current equation in the linear region has been simplified
with a Taylor series expansion of (4.8). This approximation allows the development of
more manageable basic current equations compared to those for the LEVEL 2 model. The
short-channel and other small-geometry effects are introduced in the threshold voltage
and mobility calculations.

The majority of the LEVEL 3 model equations are empirical. The aims of using
empirical equations instead of analytical models are both to improve the accuracy of the
model and to limit the complexity of the calculations and, hence, the amount of required
simulation time. The drain current in the linear region is given by the following equation:

ID COX LW(Vl + VT FBOX=14,C. -L'f .( G. T 2 'VDS) .VDS (4.22)

where

FB- y .F +F
4.jj2 ~pFI +V5,B (4.23)

The empirical parameter FB expresses the dependence of the bulk depletion charge on the
three-dimensional geometry of the MOSFET. Here, the parameters VT, Fs, and us are
influenced by the short-channel effects, while the parameter Fn is influenced by the
narrow-channel effects. The dependence of the surface mobility on the gate electric field
is simulated as follows:

' s = 4. 4
1+ e.(VGS -VT) (4.24)

The LEVEL 3 model also includes a simple equation that accounts for the decrease in the
effective mobility with the average lateral electric field:

130

CHAPTER 4



YS ~~~~~~~~~~~~~~131
Y eff D

1+ V . L (4.25) Modeling of
Vm eff MOS Transistors

t ~~~~~~~~~~~~~~~~~~~~Using SPICE
wheregu is the surface mobility calculated from (4.24). The model for the weak inversion
region is the same as that for the LEVEL 2 model.

4.5. Capacitance Models

The SPICE MOSFET models account for the parasitic device capacitances by using
separate sets of equations in cut-off, linear mode, and saturation mode. Oxide capaci-
tances and depletion capacitances are calculated as nonlinear functions of the bias
voltages, using the basic parasitic capacitance information (such as the zero-bias
capacitance values) and the device geometry (such as the junction areas and perimeters)
supplied by the user.

Gate Oxide Capacitances

SPICE uses a simple gate oxide capacitance model that represents the charge storage
effect by three nonlinear two-terminal capacitors: CGB, CGS, and CGD. The voltage
dependence of these capacitances (cf. Meyer's capacitance model) is quite similar to that
shown in Fig. 3.32 in Chapter 3. The geometry information required for the calculation
of gate oxide capacitances are: gate oxide thickness TOX, channel width W, channel length
L, and the lateral diffusion LD. This information is to be provided by the user in the
respective device description line. The capacitances CGBO, CGSO, and CGDO, which are
specified in the .MODEL statement, are the overlap capacitances between the gate and
the other terminals outside the channel region.

If the parameter XQC is specified in the MODEL statement, then SPICE uses a
simplified version of the charge-controlled capacitance model proposed by Ward, instead
of Meyer's model. Ward's model analytically calculates the charge in the gate and in the
substrate. While this model avoids errors caused in the simulation in which some nodes
in the network cannot change their charge, it may occasionally lead to convergence
problems during simulation. The variation of oxide capacitances as functions of the gate
voltage according to Ward's model are shown in Fig. 4.8.

Junction Capacitances

The parasitic capacitances of the source and drain diffusion regions are simulated in
SPICE with the simple pn-junction model. Since both the source and the drain diffusion
regions are surrounded by a p doped sidewall (channel-stop implant), two separate
models are used for the bottom area depletion capacitance and for the sidewall area
depletion capacitance.

substrate. While this model avoids efforts caused in the simulation in which some nodes
in the network cannot change their charge, it may occasionally lead to convergence
problems during simulation. The variation of oxide capacitances as functions of the gate
voltage according to Ward's model are shown in Fig. 48.

Junction Capacitances

The parasitic capacitances of the source and drain diffusion regions are simulated in
SPICE with the simple pn-junction model. Since both the source and the drain diffusion
regions are surrounded by a pl doped sidewall (channel-stop implant), two separate
models are used for the bottom area depletion capacitance and for the sidewall area

'depletion capacitance.
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Figure 4.8. Oxide capacitances as functions of the gate-to-substrate voltage, according to
Ward's capacitance model (Copyright © 1988 by McGraw-Hill, Inc.).

Cl AS C.S * PS
CSB = C + I 2 P

C 1.AD C. SWPD
CDB = XI + -AD + X

(4.26)

(4.27)

Here, Cj is thezero-bias depletion capacitance per unit area at the bottom junction of the

drain or the source diffusion region, and C is the zero-bias depletion capacitance per

unit length at the sidewall junctions. For typical sidewall doping, which is about 10 times

larger than the substrate doping concentration, C>. can be approximated by

CjSW 4j Cj (4.2 Xj
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AS and AD are the source and the drain areas; PS and PD are the source and the drain
perimeters, respectively (This geometry information must be specified in the correspond-
ing device description line). Note that although in reality only three sides of a rectangular
diffusion region are surrounded by the p+ channel-stop implant, entire source and drain
perimeters are usually specified as PS and PD. This tends to overestimate the total
diffusion capacitance, but the difference is not very significant. Also, the built-injunction
potential 00, which is actually a function of the doping densities, is assumed to be equal
for both the bottom junction and the sidewall junction.

Finally,theparameters MandMj denotethejunctiongradingcoefficientsforthe
bottom and the sidewall junctions, respectively. Default values are M= 0.5 (assuming
abrupt junction profile for the bottom area) and M. W = 0.33 (assuming linearly graded
junction profile for the sidewalls).
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,Example 4.1.

The top view of an n-channel MOSFET is shown in the figure below. The process
parameters for this device are:

NA = 1015 cm3

NA (sidewall) = 2.1x1016 cm-3

ND = 1020 cm-3
xj = 0.8gm
t' = 600 A
LD = 0.5 m

The zero-bias threshold voltage is measured as 0.85 V, and k' is determined to be 45 gA/
V2. The channel length modulation coefficient is A = 0.05. The source, drain, gate, and
substrate nodes of the device are labeled by node numbers 4, 6, 12, and 7, respectively.
Prepare the device description line and the .MODEL line for SPICE simulation. Use the
LEVEL 1 model, and avoid conflicting parameter definitions.

8 m

i

9 gm

* - -
3 Am



134 The gate oxide capacitance per unit area is

CHAPTER 4 e 3.9.8.85X10-14 5F 2
C. = 600x1 8 = 5.75 X10 8' F/cm

The substrate bias coefficient (GAMMA) and the surface inversion potential (PHI) are
found as follows:

4 2 .q.NA* 1 N2.1.6 10-19 1015 .11.7.8.85 10-14

C." 5.75x10-8

I2. OF (SUbStrate)= 12.-In( ~ =2.0.026VI 101 -0.58V

I q ( NA I | )|

Now we start to calculate the parameters needed for the parasitic capacitance descrip-
tions. The built-in junction potential (PB) for the bottom diffusion area is

kT In NA D 0.026 V. nT ~ 0. 878 V

Note that this junction potential is used for calculating all junction capacitances, which
results in an overestimation of the sidewall junction capacitance. The zero-bias depletion
capacitances associated with the bottom junction (CJ) and the sidewall junctions (CJSW)
are found as

-Co q NA ND 1
2 NA + ND 00

|11.78.85 .1014F/cm 1.6 101'9C 1020 .1015 1

2 (TC1020 +10 5 ) 0.878

=9.7x 109F/cm 2

| Esi q ( NA(SW).ND 1
Cj~w X 2 NA (sw) + ND) 00

081-4 11.7 8.85 .10-14 .1. 6 10-'9 1020 2.1 1 0'6 1 

3.6 1 m 2 102 + 2.11016) 0.878

=3.56 X1-2F/cm



We will assume abrupt junction profiles for both the bottom junctions and the sidewall 135
junctions; thus, MJ = 0 . 5 and MJSW = 0 . 5. The gate overlap capacitances per unit
length (CGSO and CGDO) are calculated as: Modeling of

MOS Transistors
CGSO = CGDO = C LD = 5.75 X 10-8 .0.5 X 10-4 = 2.87 pF/cm Using SPICE

Finally, we calculate the area and the perimeter (in m2 and m, respectively) of the source
and the drain diffusion regions. Now, we can write the device description line and the
MODEL line that correspond to this device, as follows:

M 6 12 4 7 NM1 W-5U L3U LD-0.5U AS-37.5P P8-25U
+ AD-94.5P PD-43U

.NODEL NMI NKOS (VTO-0.85 P=45U LAMBDA=0.05 GUA-0.32
+ PHI-0.58 PB0.878 CJ-9.7E-5 CJBW=3.56E-10
+ CQSO-2.87E-10 CGDMO2.87E-10 N7-0.5
+ W 8W=0.5)

Notice that PS and PD are calculated here by taking into account the entire perimeter of
the respective diffusion region, including the boundaries facing the gate (channel).
Similarly, AS and AD are simply taken as the bottom area of the respective diffusion
region. This approach slightly diverges from the exact capacitance calculation formulas
given in Chapter 3, and results in a minor over-estimation of the actual junction
capacitances. Yet due to the relative simplicity of calculating the area and the perimeter
of polygons (i.e., source and drain regions) defined in the mask layout, this method can
easily be applied to automatic layout parasitic extraction.

The junction capacitances are very important not only for the correct description of
the circuit, but also because the convergence of the variable time-step integration
algorithms used in SPICE actually improves with the presence of node capacitances.
Therefore, it is useful to define the areas of the source and the drain diffusions early in
the design process, even if the actual areas and the perimeters in the SPICE circuit
description file must be updated following the completion of the layout.

4.6. Comparison of the SPICE MOSFET Models

Now we can briefly reexamine the main differences between the three MOSFET models
presented in this chapter. This comparison may be useful for choosing the best model for
a given circuit simulation task.

The LEVEL 1 model is usually not very precise because the GCA used in the
derivation of model equations is too approximate and the number of fitting parameters
is too small. The LEVEL 1 model is useful for a quick and rough estimate of the circuit
performance without much accuracy.



The LEVEL 2 model can be used with differing complexities by adding the
parameters relating to the various effects that this model supports. However, if all model
parameters are specified by the user, i.e., if the greatest level of complexity is obtained,
this model requires a large amount of CPU time for the calculations. Moreover, the
LEVEL 2 model may occasionally cause convergence problems in the Newton-Raphson
algorithm used in SPICE.

A comparison between the LEVEL 2 and the LEVEL 3 models is interesting (Fig.
4.9). The LEVEL 3 model usually achieves about the same level of accuracy as the
LEVEL 2 model, but the CPU time needed for model evaluation is less and the number
of iterations are significantly fewer for the LEVEL 3 model. Consequently, the only
disadvantage of the LEVEL 3 model is the complexity of calculating some of its
parameters. It is best to use the LEVEL 3 model, if possible, and the LEVEL 1 model, if
large precision is not required.

W * 100 Jim
L 4 Am

VGS 5 V

II

0 1 2 3

Figure 4.9. Drain current versus drain voltage characteristics of an n-channel MOSFET
calculated with the LEVEL 2 model (A) and the LEVEL 3 model (B) (Copyright © 1988 by
McGraw-Hill, Inc.).
The parameters common for both models are: VTO = 1, XJ = 1.OE-6,LD = 0.8E-6.
The parameters of the LEVEL 2 model are: Uo = 800,UCRIT = 5.OE4,UEXP = 0.15.
The parameters of the LEVEL 3 model are: uo = 850,THETA = 0.04.

Using LEVEL I as a Fitting Model

The precision of the simplistic LEVEL 1 model is inadequate for representing the exact
electrical behavior of short-channel MOS transistors, yet the simple model equations still
make it very useful for hand calculations. To achieve a reasonable agreement between
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hand calculations and actual device/circuit performance, one possible approach is to use
empirical (not physical) LEVEL 1 parameters. For example, applying the physical
description (4.5) to calculate the value of KP will usually result in an overestimation of
the'drain current. Instead, all parameter values should be extracted from data, i.e., the
model equations should be used purely as a fitting model. Due to the simplicity of model
equations, it may not always be possible to achieve a good agreement with measured data.
Yet, it can be shown that LEVEL 1 model parameters optimized to fit the data in the
saturation region (e.g.: VGS = VDD, VDS > VDD - VT) will work reasonably well for
estimating the transient (switching) behavior of circuits.
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BSIM - Berkeley Short-Channel IGFET Model

The recently developed LEVEL 4 (Berkeley Short-Channel IGFET Model, or BSIM)
model is analytically simple and is based on a small number of parameters, which are
normally extracted from experimental data. Its accuracy and efficiency make it one of the
most popular SPICE MOSFET models at present, especially in the microelectronics
industry. Currently, the BSIM3 version is widely used by many companies to accurately
model the electrical behavior of sub-micron MOSFETs. A thorough discussion of BSIM
equations and model, parameter extraction is beyond the scope of this book. For a
complete description of the model, the reader is referred to the recent literature on this
subject.
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APPENDIX

Typical SPICE Model Parameters

SPICE Level 2 model parameters for a typical 0.8 1tm CMOS process:

.MODEL.MODN NMOS I
+NLEV=O

+CGSO=0.350e-09

+CJ=0.300e-03

+MJSW=0.330e+00

+NDS=1.000e+12

+JS=0.010e-03
+TOX=15.50e-09

+VTO=0.850e+00

+NEFF=10.00e+00

+UO=460.Oe+00

+VMAX=62.00e+03

+LD=0.000e-06

+BEX=-1.80e+00

IEVEL=2

CGDO=0.350e-09

MJ=0.450e+00

IS=0.000e+00

VNDS=0.000e+00

PB=0.850e+00

XJ=0.080e-06

NFS=0.835e+12

UTRA=O0.000e+00

UCRIT=38.00e+04
DELTA=0.250e+00

WD=0.600e-06

TLEV=1.000e+00

CGBO=0.150e-09

CJSW=0.250e-09

N=1.000e+00

RSH=25.00e+00

NSUB=64.00e+15

UEXP=0.325e+00
KF=0.275e-25
AF=1.500e+00

TCV=1.400e-03
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.MODEL MODP PMOS LEVEL=2

+NLEV= 0

+CGSO=0.350e-09

+CJ=0.500e-03
+MJSW=0.290e+00
+NDS=1.000e+12
+JS=0.040e-03

+TOX=15.00e-09
+VTO=-.725e+00

+NEFF=2.600e+00

+UO=160.Oe+00
+VMAX=61.00e+03

+LD=-.075e-06

+BEX=-1.50e+00

CGDO=0.350e-09
MJ=0.470e+00

IS=0.000e+00

VNDS=0.000e+00
PB=0.800e+00

XJ=0.090e-06

NFS=0.500e+12

UTRA=0.000e+00

UCRIT=30.80e+04
DELTA=0.950e+00

WD=0.350e-06

TLEV=1.000e+00

CGBO=0.150e-09

CJSW=0.210e-09

N=1.000e+00

RSH=47.00e+00

NSUB=32.80e+15

UEXP=0.350e+00
KF=0.470e-26

AF=1.600e+00

TCV=-1.80e-03

Modeling of
MOS Transistors

Using SPICE

Exercise Problems

4.1 Rewrite the SPICE code for the nMOS model in Example 4.1 for a graded junction
using the following parameters:

* NA = 2- 1015 cm-3
* NA (sidewall) = 2.1.1016 cm-3

* ND = 1019 cm-3

* X= 0.5 ,um
t= 200 A

* LD = 0.2 ,um

4.2 A layout of nMOS transistors in the NAND2 gate is shown below. Write a SPICE
description corresponding to the layout. The diffusion region between two polysilicon
gates can be split equally between the two transistors.
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4.3 Using the SPICE LEVEL 1 MOSFET model equations, derive an expression for the
sensitivity of the drain current ID with respect to temperature. Calculate the
sensitivity at room 'temperature T = 300 K by using the values in Example 4.1. For
simplicity, assume that ni is independent of temperature. Also verify your solution
numerically by calculating ID at 310 K and then AID/AT.

4.4 Explain why several versions of nMOS transistor models and pMOS transistor
models coexist despite the fact that some models are more accurate than others.
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CHAPTER5

MOS INVERTERS:
STATIC CHARACTERISTICS

The inverter is the most fundamental logic gate that performs a Boolean operation on a
single input variable. In this chapter, we will examine the DC (static) characteristics of
various MOS inverter circuits. It will be seen later that many of the basic principles
employed in the design and analysis of MOS inverters can be directly applied to more
complex logic circuits, such as NAND and NOR gates, as well. The inverter design
therefore forms a significant basis for digital circuit design. Consequently, the DC
analysis of MOS inverters will be carried out rigorously, and in detail. While analytic
techniques constitute most of the material presented in this chapter, numerical compari-
sons with circuit simulation using SPICE will also be emphasized, since computer-aided
techniques are integral components of the analysis and design processes for digital
circuits.

5.1. Introduction

The logic symbol and the truth table of the ideal inverter are shown in Fig. 5.1. In MOS
inverter circuits, both the input variable A and the output variable B are represented by
node voltages, referenced to the ground potential. Using positive logic convention, the
Boolean (or logic) value of "1" can be represented by a high voltage of VDD, and the
Boolean (or logic) value of "0" can be represented by a low voltage of 0. The DC voltage
transfer characteristic (VTC) of the ideal inverter circuit is shown in Fig. 5.2. The voltage
Vh is called the inverter threshold voltage. Note that for any input voltage between 0 and
Vh = VDD2 , the output voltage is equal to VDD (logic" 1 ). The output switches from VDD



to 0 when the input is equal to Yth. For any input voltage between Vth and VDD, the output
voltage assumes a value of 0 (logic "0"). Thus, an input voltage 0 < Vi. < V is interpreted
by this ideal inverter as a logic "0," while an input voltage VYh <Vin < VDDis interpreted
as a logic " 1." The DC characteristics of actual inverter circuits will obviously differ in
various degrees from the ideal characteristic shown in Fig. 5.2. The accurate estimation
and the manipulation of the shape of VTC for various inverter types are actually important
parts of the design process.

A B=A

Symbol

Figure 5.1. Logic symbol and truth table of the inverter.

Vout

A B

1 0

Truth Table

Logic "1 " output

Logic "" output

NO JP
i

. |~~~~~~~~~~~~~~~~

Vin

VDDVDD /2

Figure 5.2. Voltage transfer characteristic (VTC) of the ideal inverter.

Figure 5.3 shows the generalized circuit structure of an nMOS inverter. The input
voltage of the inverter circuit is also the gate-to-source voltage of the nMOS transistor
(Vi' = VGs), while the output voltage of the circuit is equal to the drain-to-source voltage
(V", = VDS). The source and the substrate terminals of the nMOS transistor, also called
the driver transistor, are connected to ground potential; hence, the source-to-substrate
voltage is VSB = 0. In this generalized representation, the load device is represented as a
two-terminal circuit element with terminal current IL and terminal voltage VL(IL). One
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terminal of the load device is connected to the drain of the n-channel MOSFET, while the
other terminal is connected to VDD, the power supply voltage. We will see shortly that the
characteristics of the inverter circuit actually depend very strongly upon the type and the
characteristics of the load device.

143

MOS Inverters:
Static

Characteristics

VDD

+ 0

Vin VGS

Out VDS

General circuit structure of an nMOS inverter.

The output terminal of the inverter shown in Fig. 5.3 is connected to the input of another
MOS inverter. Consequently, the next circuit seen by the output node can be represented
as a lumped capacitance, C, Since the DC gate current of an MOS transistor is
negligible for all practical purposes, there will be no current flow into or out of the input
and output terminals of the inverter in DC steady state.

Voltage Transfer Characteristic (VTC)

Applying Kirchhoff s Current Law (KCL) to this simple circuit, we see that the load
current is always equal to the nMOS drain current.

ID (Vin, VOUt) =IL (VL) (5.1)

The voltage transfer characteristic describing V as a function of Vin under DC
conditions can then be found by analytically solving (5.1) for various input voltage
values. The typical VTC of a realistic nMOS inverter is shown in Fig. 5.4. Upon
examination, we can identify a number of important properties of this DC transfer
characteristic.

Figure 5.3.



Vout

VOH

VOL

dVt 1
in~l 

Vout = Vin

dV =
i~V= 1

Vin

Figure 5.4. Typical voltage transfer characteristic (VTC) of a realistic nMOS inverter.

The general shape of the VTC in Fig. 5.4 is qualitatively similar to that of the ideal
inverter transfer characteristic shown in Fig. 5.2. There are, however, several significant
differences that deserve special attention. For very low input voltage levels, the output
voltage V is equal to the high value of VOH (output high voltage). In this case, the driver
nMOS transistor is in cut-off, and hence, does not conduct any current. Consequently, the
voltage drop across the load device is very small in magnitude, and the output voltage
level is high. As the input voltage V increases, the driver transistor starts conducting a
certain drain current, and the output voltage eventually starts to decrease. Notice that this
drop in the output voltage level does not occur abruptly, such as the vertical drop assumed
for the ideal inverter VTC, but rather gradually and with a finite slope. We identify two
critical voltage points on this curve, where the slope of the Vt(Vin) characteristic
becomes equal to -1, i.e.,

dV =- (5.2)dMi,

The smaller input voltage value satisfying this condition is called the input low voltage
VILE and the larger input voltage satisfying this condition is called the input high voltage
VIH. Both of these voltages play significant roles in determining the noise margins of the
inverter circuit, as we will discuss in the following sections. The physical justification for
selecting these voltage points will also be examined in the context of noise immunity.

As the input voltage is further increased, the output voltage continues to drop and
reaches a value of VOL (output low voltage) when the input voltage is equal to VOH. The
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inverter threshold voltage Vt., which is considered as the transition voltage, is defined as 145
the point where V. = VO., on the VTC. Thus, a total of five critical voltages, VOL, VOH' VIL'

VIH, and Vth, characterize the DC input-output voltage behavior of the inverter circuit. The MOS Inverters:
functional definitions for the first four of these critical voltages are given below. Static

Characteristics
VOH: Maximum output voltage when the output level is logic " 1"
VOL Minimum output voltage when the output level is logic "0"
VIL: Maximum input voltage which can be interpreted as logic "0"
VIH: Minimum input voltage which can be interpreted as logic " 1"

These definitions obviously imply that logic levels in digital circuits are not
represented by quantized voltage values, but rather by voltage ranges corresponding to
these logic levels. According to the definitions above, any input voltage level between the
lowest available voltage in the system (usually the ground potential) and V1L is interpreted
as a logic "0" input, while any input voltage level between the highest available voltage
in the system (usually the power supply voltage) and VIH is interpreted as a logic " 1 " input.
Any output voltage level between the lowest available voltage in the system and VOL is
interpreted as a logic "0" output, while any output voltage level between the highest
available voltage in the system and VOH is interpreted as a logic " 1 " output. These voltage
ranges are also shown on the inverter voltage transfer characteristic shown in Fig. 5.4.

The ability of an inverter to interpret an input signal within a voltage range as either
a logic "0" or as a logic " 1 " allows digital circuits to operate with a certain tolerance to
external signal perturbations. This tolerance to variations in the signal level is especially
valuable in environments in which circuit noise can significantly corrupt the signals. Here
the circuit noise corresponds to unwanted signals that are coupled to some part of the
circuit from neighboring lines (usually interconnection lines) by capacitive or inductive
coupling, or from outside of the system. The result of this interference is that the signal
level at one end of an interconnection line may be significantly different from the signal
level at the other end.

Maximum Minimum
allowable allowable
voltage: voltage:

Noise Noise

Figure 5.5. Propagation of digital signals under the influence of noise.
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inverter threshold voltage Vth, which is considered as the transition voltage, is defined as
the point where Vi = VO,t on the VTC. Thus, a total of five critical voltages, VOL' VOH VIL,
VIH, and Vth, characterize the DC input-output voltage behavior of the inverter circuit. The
functional definitions for the first four of these critical voltages are given below.

VOH: Maximum output voltage when the output level is logic " 1
VOL: Minimum output voltage when the output level is logic I10..

O/L: Maximum input voltage which can be interpreted as logic "0"
VIL: Minimum input voltage which can be interpreted as logic "1"

These definitions obviously imply that logic levels in digital circuits are not
represented by quantized voltage values, but rather by voltage ranges corresponding to
these logic levels. According to the definitions above, any input voltage level between the

, lowest available voltage in the system (usually the ground potential) and VIL is interpreted
* as a logic "" input, while any input voltage level between the highest available voltage

in the system (usually the power supply voltage) and VIH is interpreted as a logic " 1 " input.
Any output voltage level between the lowest available voltage in the system and VOL is
interpreted as a logic "" output, while any output voltage level between the highest
available voltage in the system and VOH is interpreted as a logic "1 " output. These voltage
ranges are also shown on the inverter voltage transfer characteristic shown in Fig. 5.4.

The ability of an inverter to interpret an input signal within a voltage range as either
a logic "" or as a logic "1" allows digital circuits to operate with a certain tolerance to
external signal perturbations. This tolerance to variations in the signal level is especially
valuable in environments in which circuit noise can significantly corrupt the signals. Here
the circuit noise corresponds to unwanted signals that are coupled to some part of the
circuit from neighboring lines (usually interconnection lines) by capacitive or inductive
coupling, or from outside of the system. The result of this interference is that the signal
level at one end of an interconnection line may be significantly different from the signal
level at the other end.
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Figure 5.5. Propagation of digital signals under the influence of noise.



Noise Immunity and Noise Margins

To illustrate the effect of noise on the circuit reliability, we will consider the circuit
consisting of three cascaded inverters, as shown in Fig. 5.5. Assume that all inverters are
identical, and that the input voltage of the first inverter is equal to VOH, i.e., a logic " 1."
By definition, the output voltage of the first inverter will be equal to VOL' corresponding
to a logic "0" level. Now, this output signal is being transmitted to the next inverter input
via an interconnect, which could be a metal or polysilicon line connecting the two gates.
Since on-chip interconnects are generally prone to signal noise, the output signal of the
first inverter will be perturbed during transmission. Consequently, the voltage level at the
input of the second inverter will be either larger or smaller than VOL. If the input voltage
of the second inverter is smaller than VOL' this signal will be interpreted correctly as a
logic "0" input by the second inverter. On the other hand, if the input voltage becomes
larger than VIL as a result of noise, then it may not be interpreted correctly by the inverter.
Thus, we conclude that VIL is the maximum allowable voltage at the input of the second
inverter, which is low enough to ensure a logic "1" output.

Now consider the signal transmission from the output of the second inverter to the
input of the third inverter, assuming that the second inverter produces an output voltage
level of VOH. As in the previous case, this output signal will be perturbed because of noise
interference, and the voltage level at the input of the third inverter will be different from
VOH. If the input voltage of the third inverter is larger than VOW, this signal will be
interpreted correctly as a logic " 1 " input by the third inverter. If the voltage level drops
below VIH due to noise, however, the input cannot be interpreted as a logic "1."
Consequently, VIH is the minimum allowable voltage at the input of the third inverter
which is high enough to ensure a logic "0" output.

These observations lead us to the definition of noise tolerances for digital circuits,
called noise margins and denoted by NM. The noise immunity of the circuit increases with
NM. Two noise margins will be defined: the noise margin for low signal levels (NML) and
the noise margin for high signal levels (NMH).

NML = VIL - VOL

NMH = VOH -VIH

(5.3)

(5.4)

Figure 5.6 shows a graphical illustration of the noise margins. Here, the shaded areas
indicate the valid regions of the input and output voltages, and the noise margins are
shown as the amount of variation in the signal levels that can be allowed while the signal
is transmitted from the output of one gate to the input of the next gate.

The selection of the two critical voltage points, VIL and VIH, using the slope condition
(5.2) can now be justified based on noise considerations. We know that the output voltage
V, of an inverter under noise-free, steady-state conditions is a nonlinear function of the
input voltage, Vi,. The shape of this function is described by the voltage transfer
characteristic (VTC).

(5.5)
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If the input signal is perturbed from its nominal value because of external influences, such
as noise, the output voltage will also deviate from its nominal level. Here, AVnoise
represents the voltage perturbation that is assumed to affect the input voltage of the
inverter.

Vou, '=f(Vn +AVnoise) (5.6)

By using a simple first-order Taylor series expansion and by neglecting higher-order
terms; we can express the perturbed output voltage Vou' as follows:

VOU' =f(n ) + out Vnse +higher order terms (neglected) (57)

Notice that here,f(Vin ) represents the nominal (non-perturbed) output signal, and the term

(dvo,/dvin ) represents the voltage gain of the inverter at the nominal input voltage value

V . Thus, the equation (5.7) can also be expressed as:

Perturbed Output = Nominal Output + Gain x External Perturbation (5.8)

If the magnitude of the voltage gain at the nominal input voltage Vn is smaller than unity,
then the input perturbation is not amplified and, consequently, the output perturbation
remains relatively small. Otherwise, with the voltage gain larger than unity, a small
perturbation in the input voltage level will cause a rather large perturbation in the output
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voltage. Hence, we define the boundaries of the valid input signal regions as the voltage
points where the magnitude of the inverter voltage gain is equal to unity.

Finally, note that there is a voltage range between VIL and VIH (Fig. 5.6), correspond-
ing to input voltage values that may not be processed correctly either as a logic "0" input
or as a logic "1" input by the inverter. This region is called the uncertain region or,
alternatively, the transition region. Ideally, the slope of the voltage transfer characteristic
should be very large between VIL and VIH, because a narrow uncertain (transition) region
obviously allows for larger noise margins. We will see that reducing the width of the
uncertain region is one of the most important design objectives.

The preceding discussion of inverter static (DC) characteristics shows that the shape
of the VTC in general and the noise immunity properties, in particular, are very
significant criteria that ultimately dictate the design priorities. For any inverter circuit,
the five critical voltage points VOL, VOH' VIL, VIH, and Vt. fully determine the DC input-
output voltage behavior, the noise margins, and the width and location of the transition
region. Accurate estimation of these critical voltage points for different inverter designs
will be an important task throughout this chapter.

Power and Area Considerations

In addition to these concerns, we can identify two other issues that play significant roles
in inverter design: power consumption and the chip area occupied by the inverter circuit.
About one million logic gates can be accommodated on a very large scale integrated
(VLSI) chip using 0.5 gum MOS technology, and the circuit density is expected to increase
even further in future-generation chips. Since each gate on the chip dissipates power and
thus generates heat, the removal of this thermal energy, i.e., cooling of the chip, becomes
an essential and usually very expensive task. Note that the junction temperature is given
as T = Ta + e P, where Ta is the ambient temperature, e is the thermal resistance, and
P is the amount of power dissipated. Also, most portable systems, such as cellular
communication devices and laptop and palmtop computers, operate from a limited power
supply, and the extension of battery-based operation time is a significant design goal.
Therefore, it is very important to reduce the amount of power dissipated by the circuit in
both DC and dynamic operation.

The DC power dissipation of an inverter circuit can be calculated as the product of
its power supply voltage and the amount of current drawn from the power supply during
steady state.

(5.9)PDC = VDD IDC

Notice that the DC current drawn by the inverter circuit may vary depending on the input
and output voltage levels. Assuming that the input voltage level corresponds to logic "0"
during 50% of the operation time and to logic " 1 " during the other 50%, the overall DC
power consumption of the circuit can be estimated as follows:

]DC = 2 */DC-(Vi =low)+ IDC(Vin =high)] (5.10)
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It will be seen in the following sections that the DC power dissipation of different inverter
designs varies significantly from each other, and that these differences may become a
very important factor in the selection of a particular circuit type, e.g., CMOS vs.
depletion-load NMOS, for a given design task.

To reduce the chip area occupied by the inverter circuit, it is necessary to reduce the
area of the MOS transistors used in the circuit. As a practical measure, we use the gate
area of the MOS transistor, i.e., the product of W and L. Thus, an MOS transistor has
minimum area when both of the gate (channel) dimensions are made as small as possible
within the constraints of the particular technology. It follows that the ratio of the gate
width to gate length (WIL) should also be as close to unity as possible, in order to achieve
minimum transistor area. This requirement, however, usually contradicts other design
criteria, such as the noise margins, the output current driving capability, and the dynamic
switching speed. We will observe in the following sections that the design of inverter
circuits involves a detailed consideration and a trade-off of these criteria.

Our examination of different MOS inverter structures will begin with the resistive-
load MOS inverter. The analysis of this simple circuit will help illustrate some of the basic
aspects encountered in inverter design. We will briefly examine the nMOS depletion-
load inverter to explore the basic characteristics of active-load digital circuits, and then
devote most of our attention throughout the remainder of this chapter to the CMOS
inverter.

VDD

V = V.

+

=VDS

Figure S.7. Resistive-load inverter circuit.

5.2. Resistive-Load Inverter

The basic structure of the resistive-load inverter circuit is shown in Fig. 5.7. As in the
general inverter circuit already examined in Fig. 5.3, an enhancement-type nMOS
transistor acts as the driver device. The load consists of a simple linear resistor, RL. The
power supply voltage of this circuit is VDD. Since the following analysis concentrates on
the static behavior of the circuit, the output load capacitance is not shown in this figure.

14
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150 As already noted in Section 5. 1, the drain current ID of the driver MOSFET is equal
to the load current R in DC steady-state operation. To simplify the calculations, the

CHAPTER S channel-length modulation effect will be neglected in the following, i.e., A = 0. Also, note
that the source andthe substrate terminals of the driver transistor are both connected to
the ground; hence, VSB = 0. Consequently, the threshold voltage of the driver transistor
is always equal to V.. We start our analysis by identifying the various operating regions
of the driver transistor under steady-state conditions.

For input voltages smaller than the threshold voltage V., the transistor is in cut-off,
and does not conduct any drain current. Since the voltage drop across the load resistor is
equal to zero, the output voltage must be equal to the power supply voltage, VDD. As the
input voltage is increased beyond V7., the driver transistor starts conducting a nonzero
drain current. Note that the driver MOSFET is initially in saturation, since its drain-to-
source voltage. (VDs = V0,t) is larger than (V,, - V.). Thus,

(5.11)IR2 (Vi TO)

With increasing input voltage, the drain current of the driver also increases, and the output
voltage V0,, starts to drop. Eventually, for input voltages larger than Vut + V., the driver
transistor enters the linear operation region. At larger input voltages, the transistor
remains in linear mode, as the output voltage continues to decrease.

IR =2 [2 (Vi -VTo) V,V ,2] (5.12)

The various operating regions of the driver transistor and the corresponding input-output
conditions are listed in the following table.

Table 5.1. Operating regions of the driver transistor in the resistive-load inverter.

Figure 5.8 shows the voltage transfer characteristic of a typical resistive-load inverter
circuit, indicating the operating modes of the driver transistor and the critical voltage
points on the VTC. Now, we start with the calculation of the five critical voltage points,
which determine the steady-state input-output behavior of the inverter.

Input Voltage Range Operating Mode

Vi,, < VTO cut-off

VTO < Vin < VOUT + VTO saturation

Vi > V.Ut + VTO linear
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Figure 5.8. Typical VTC ofaresistive-load inverter circuit. Important design parameters of the
circuit are shown in the inset.

Calculation of VOH

First, we note that the output voltage Vt is given by

VO1t = VDD - RL IR (5.13)

When the input voltage V is low, i.e., smaller than the threshold voltage of the driver
MOSFET, the driver transistor is cut-off. Since the drain current of the driver transistor
is equal to the load current, IR = ID = 0. It follows that the output voltage of the inverter
under these conditions is:

VOH VDD (5.14)

Calculation of VOL

To calculate the output low voltage VOL' we assume that the input voltage is equal to VOH
i.e., Vi = VOH = VDD. Since V - V > V in this case, the driver transistor operates in
the linear region. Also note that the load current R is
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Using KCL for the output node, i.e., IR = ID' we can write the following equation:

VDD VOL =-k
RL - 2 L (VVDD-VTO)VOL VOL'] (5.16)

This equation yields a simple quadratic in VOL' which is solved to find the value of the
output low voltage.

VOL - 2 (VDD VTO + R V L LV = (5.17)

Note that of the two possible solutions of (5.17), we must choose the one that is physically
correct, i.e., the value of the output low voltage must be between 0 and VDD. The solution
of (5.17) is given below. It can be seen that the product (kn RL) is one of the important
design parameters that determine the value of VOL

VOL =VDD VTO+kR VDDVro +kR) (5.18)

Calculation of VIL

By definition, VIL is the smaller of the two input voltage values at which the slope of the
VTC becomes equal to (-1),i.e., dVo0 t/dVi, = - 1. Simple inspection of Fig. 5.8 shows
that when the input is equal to VIL, the output voltage (Vout) is only slightly smaller than
VOH. Consequently, Vo0 > V1n - V., and the driver transistor operates in saturation. We
start our analysis by writing the KCL for the output node.

VDD - VU J& vVO2
ToutT =_ (Vin - VTO) (5.19)

RL 2

To satisfy the derivative condition, we differentiate both sides of (5.19) with respect to
Vin, which results in the following equation:

1 dVout - kn (v. VTO) (5.20)
RL dy~ n in T



Since the derivative of the output voltage with respect to the input voltage is equal to
(-1) at VIL, we can substitute dV0,t / dVi = - 1 in (5.20).

:~~~~~~~~~~~~~~~~i

1_ (-1)=k, (VIL VTO)
LI

Solving (5.21) for VIL, we obtain

1
VIL = VTO +k R
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(5.22)

The value of the output voltage when the input is equal to VIL can also be found by
substituting (5.22) into (5.19), as follows:

= VDD _ (VTO + kR VTO

= VDD 1
2k RL

(5.23)

Calculation of VIH

VIH is the larger of the two voltage points on VTC at which the slope is equal to (-1). It
can be seen from Fig. 5.8 that when the input voltage is equal to VIH, the output voltage
V0,, is only slightly larger than the output low voltage VOL. Hence, VOWt < Vj - V., and
the driver transistor operates in the inear region. The KCL equation for the output node
is given below.

VDD VOUt k . 2 -(V.-Vo).V V 2
RL 2 out O1 t u (5.24)

Differentiating both sides of (5.24) with respect to Vi,, we obtain

1 dV.. k , Out dV 1Ou
_ I dVO~ = k 2 [ (Vi - VTO) ) dV" + t -V -2 V t dVU (5.25)R L d Vi, 2['dy OV tO, dV j

Next, we can substitute dVou I dVi = - 1 into (5.25), since the slope of the VTC is equal
to (-1) also at V = VIH

0,, (VI,, = VIL)
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R- (1)= k [(VIH -VTO) ()+2Vout (5.26)

CHAPTER 5

Solving (5.26) for VIH yields the following expression.

VIH =VTO + 2 Vout k R (5.27)

Thus, we obtain two algebraic equations, (5.24) and (5.27), for two unknowns, VIH and
Km, To determine the unknown variables, we substitute (5.27) into the current equation
given by (5.24) above.

VD _ Vot= __2_V_ _,u 1 -VO . ut21(.8

RL 2 [ o( kf RL ) J (5.28)

The positive solution of this second-order equation gives the output voltage VOu when the
input is equal to VIH.

VOU, (Vi =VIH) 2 VDD (5.29)

Finally, VIH can be found by substituting (5.29) into (5.27), as follows.

VIH = VTO + e kl RL (5.30)

The four critical voltage points VOL' VOH VIL, VIH can now be used to determine the noise
margins, NML and NMH, of the resistive-load inverter circuit. In addition to these voltage
points, which characterize the static input-output behavior, the inverter threshold voltage
Vth may also be calculated in a straightforward manner. Note that the driver transistor
operates in saturation mode at this point. Thus, the inverter threshold voltage can be found
simply by substituting Vi. = V, = Vth into (5.19), and by solving the resulting quadratic
for Vth.

It can be seen from the preceding discussion that the term (kn RL) plays an important
role in determining the shape of the voltage transfer characteristic, and that it appears as
a critical parameter in expressions for VOL (5.18), VIL (5.22), and VIH (5.30). Assuming
that parameters such as the power supply voltage VDD and the driver MOSFET threshold
voltage V are dictated by system- and processing-related constraints, the term (kn RL)
remains as the only design parameter which can be adjusted by the circuit designer to
achieve certain design goals.
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Figure 5.9. Voltage transfer characteristics of the resistive-load inverter, for different values
of the parameter (k, RL)

The output high voltage VOH is determined primarily by the power supply voltage, VDD.
Among the other three critical voltage points, the adjustment of VOL receives primary
attention, while VL and VIH are usually treated as secondary design variables. Figure 5.9
shows the VTC of a resistive-load inverter for different values of (kn RL). Note that for
larger (kn RL) values, the output low voltage VOL becomes smaller and that the shape of
the VTC approaches that of the ideal inverter, with very large transition slope. Achieving
larger (kn RL) values in a design, however, may involve other trade-offs with the area and
the power consumption of the circuit.

Power Consumption and Chip Area

The average DC power consumption of the resistive-load inverter circuit is found by
considering two cases, V. = VOL (oW) and Vi. = VOH (high). When the input voltage is
equal to VOL, the driver transistor is in cut-off. Consequently, there is no steady-state
current flow in the circuit (ID = IR = 0), and the DC power dissipation is equal to zero.
When the input voltage is equal to VOW on the other hand, both the driver MOSFET and
the load resistor conduct a nonzero current. Since the output voltage in this case is equal
to VOL' the current drawn from the power supply can be found as
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D- R=~R (5.31)
CHAPTER 5 L

Assuming that the input voltage is "low" during 50% of the operation time, and "high"
during the remaining 50%, the average DC power consumption of the inverter can be
estimated as follows:

PDC (average)= _ DD L (5.32)
Dc~g, 2RL (

Example 5.1

Consider the following inverter design problem: Given VDD = 5 V, k ' = 30 jA/V2, and
Vo= 1 V, design aresistive-load inverter circuit with VOL= 0.2 V. Specifically, determine
the (WIL) ratio of the driver transistor and the value of the load resistor RL that achieve
the required VOL

In order to satisfy the design specification on the output low voltage VOL, we start our
design by writing the relevant current equation. Note that the driver transistor is operating
in the linear region when the output voltage is equal to VOL and the input voltage is equal
to VOH = VDD

VDD V k'OL 2

RL 2 L [.(VOH VTO)*VOL VOL2]

Assuming VOL = 0.2 V and using the given values for the power supply voltage, the driver
threshold voltage and the driver transconductance k ', we obtain the following equation:

5-0.20 30X104 W 0(..2~ 2)2
RL 2 L*

This equation can be rewritten as:

W 5-RL =2.05X105 Q

At this point, we recognize that the designer has a choice of different (WIL) and RL values,
all of which satisfy the given design specification, VOL = 0.2 V. The selection of the pair
of values, to use for (WIL) and RL in the final design ultimately depends on other
considerations, such as the power consumption of the circuit and the silicon area. The

,I.

I



table below lists some of the design possibilities, along with the average DC power 157
consumption estimated for each design.
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It is seen that the power consumption increases significantly as the value of the load
resistor RL is decreased, and the (WIL) ratio is increased. If lowering the DC power
consumption is the overriding concern, we may choose a small (WIL) ratio and a large
load resistor. On the other hand, if the fabrication of the large load resistor requires a large
silicon area, a clear trade-off exists between the DC power dissipation and the area
occupied by the inverter circuit.

The chip area occupied by the resistive-load inverter circuit depends on two
parameters, the (WIL) ratio of the driver transistor and the value of the resistor RL. The
area of the driver transistor can be approximated by the gate area, (Wx L). Assuming that
the gate length L is kept at its smallest possible value for the given technology, the gate
area will be proportional to the (WIL) ratio of the transistor. The resistor area, on the other
hand, depends very strongly on the technology which is used to fabricate the resistor on
the chip.

We will briefly consider two possibilities for fabricating resistors using the standard
MOS process: diffused resistor and polysilicon (undoped) resistor. The diffused resistor
is fabricated, as the name implies, as an isolated n-type (or p-type) diffusion region with
one contact on each end. The resistance is determined by the doping density of the
diffusion region and the dimensions, i.e., the length-to-width ratio, of the resistor.
Practical values of the diffusion-region sheet resistance range between 20 to 100 
square. Consequently, very large length-to-width ratios Would be required to achieve
resistor values on the order of tens to hundreds of kQ.

The placement of these resistor structures on chip, commonly in a serpentine shape
for compactness, requires significantly more area than the driver MOSFET, as illustrated
in Fig. 5.10(a). A resistive inverter with a large diffused load resistor is, therefore, not a
practical component for VLSI applications.

.W~ )Ratio Load Resistor DCPowerConsumption
(L) RL [kQ] PDCaverage [W]

1 205.0 58.5
2 102.5 117.1
3 68.4 175.4
4 51.3 233.9
5 41.0 292.7
6 34.2 350.8
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Figure 5.10. Sample layout of resistive-load inverter circuits with (a) diffused resistor and (b)

undoped polysilicon resistor.

An alternative approach to save silicon area is to fabricate the load resistor using

undoped polysilicon. In conventional poly-gate MOS technology, the polysilicon struc-

tures forming the gates of transistors and the interconnect lines are heavily doped in order

to reduce resistivity. The sheet resistivity of doped polysilicon interconnects and gates

is about 20 to 40 Qlsquare. If sections of the polysilicon are masked off from this doping

step, on the other hand, the resulting undoped polysilicon layer has a very high sheet

resistivity, in the order of 10 Mi/square. Thus, very compact and very high-valued

resistors can be fabricated using undoped poly layers (Fig. 5.10(b)). One drawback of this

approach is that the resistance value can not be controlled very accurately, which results

in large variations of the VTC. Consequently, resistiye-load inverters with undoped poly

resistors are not commonly used in logic gate circuits where certain design criteria, such

as noise margins, are expected to be met. Simple inverter structures with large, undoped

poly load resistors are used primarily in low-power Static Random Access Memory

(SRAM) cells, where the primary emphasis is on the reduction of steady-state (DC)

power consumption, and the operation of the memory circuit is not significantly affected

by the variations of the inverter VTCs. This issue will be discussed in further detail in

Chapter 10.

Example 5.2

Consider a resistive-load inverter circuit with VDD= 5 V, k, '= 20 gA/V 2, V70= 0.8 V, RL

= 200 kW, and WIL = 2. Calculate the critical voltages (VOL,'VOH VIL, VIH) on the VTC

and find the noise margins of the circuit.

4
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When the input voltage is low, i.e., when the driver nMOS transistor is cut-off, the output 159
high voltage can be found as

MOS Inverters:
VOH = VDD =5 V Static

Characteristics
Note that in this resistive-load inverter example, the transconductance of the driver
transistor is k = kn f(WIL) = 40 pA/V 2 and, hence, (kn RL) - 8 V-l.

The output low voltage VOL is calculated by using (5.18):

VOL VDD VTO + - VDD1VT 2 ) DDkflRL kfl~~~TR) kflRL

1 (1~~~12 2.-5
=5-0.8+-- '5-0.8+ -I--

8 8 , 8
=0. 147 V

The critical voltage VIL is found using (5.22), as follows.

1 1
VIL =VTO + =0.8+-=0.925 VkflRL 8

Finally, the critical voltage VIH can be calculated by using (5.30).

8 VDD 1 ~ 85 1
VIH =VTO + -- =0.8+ 1--=1.97 V

13 k. RL kn RL 3 8 8

Now, the noise margins can be found, according to (5.3) and (5.4).

NML = VIL-VOL = 0. 93-0.15 = 0. 78 V

NMH =VOH-VIH =5.0-1.97=3.03 V

At this point, we can comment on the quality of this particular inverter design for DC
operation. Notice that the noise margin NML found here is quite low, and it may eventually
lead to misinterpretation of input signal levels. For better noise immunity, the noise
margin for "low" signals should be at least about 25% of the power supply voltage VDD,
i.e., about 1.25 V.
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5.3. Inverters with n-Type MOSFET Load

The simple resistive-load inverter circuit examined in the previous section is not a

suitable candidate for most digital VLSI system applications, primarily because of the

large area occupied by the load resistor. In this section, we will introduce inverter circuits,

which use an nMOS transistor as the active load device, instead of the linear load resistor.

The main advantage of using a MOSFET as the load device is that the silicon area

occupied by the transistor is usually smaller than that occupied by a comparable resistive
load. Moreover, inverter circuits with active loads can be designed to have better overall

performance compared to that of passive-load inverters. In a chronological view, the

development of inverters with an enhancement-type MOSFET load precedes other
active-load inverter types, since its fabrication process was perfected earlier.

Enhancement-Load nMOS Inverter

The circuit configurations of two inverters with enhancement-type load devices are

shown in Fig. 5.11. Depending on the bias voltage applied to its gate terminal, the load

transistor can be operated either in the saturation region or in the linear region. Both types

of inverters have some distinct advantages and disadvantages from the circuit design

point of view. The saturated enhancement-load inverter shown in Fig. 5.1 l(a) requires a

single voltage supply and a relatively simple fabrication process, yet the VOH level is

limited to VDD - VTIoad' The load device of the inverter circuit shown in Fig. 5.1 l(b), on
the other hand, is always biased in the linear region. Thus, the VOH level is equal to VDD,

resulting in higher noise margins compared to saturated enhancement-load inverter. The

most significant drawback of this configuration is the use of two separate power supply
voltages. In addition, both types of inverter circuits shown in Fig. 5.11 suffer from
relatively high stand-by (DC) power dissipation; hence, enhancement-load nMOS
inverters are not used in any large-scale digital applications.

VDD

(a) (b)

Figure 5.11. (a) Inverter circuit with saturated enhancement-type nMOS load. (b) Inverter with
linear enhancement-type load.

A.~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Depletion-Load nMOS Inverter

Several of the disadvantages of the enhancement-type load inverter can be avoided by
using a depletion-type nMOS transistor as the load device.-The fabrication process for
producing an inverter with an enhancement-type nMOS driver and a depletion-type
nMOS load is slightly more complicated and requires additional processing steps,
especially for the channel implant to adjust the threshold voltage of the load device. The
resulting improvement of circuit performance and integration possibilities, however,
easily justify the additional processing effort required for the fabrication of depletion-
load inverters. The immediate advantages of implementing this circuit configuration are:
(i) sharp VTC transition and better noise margins, (ii) single power supply, and (iii)
smaller overall layout area.

VDD
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+ 0G H
In -GSdrbr 
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VD

nonlinear
resistor

nonideal
0....\..... switch
In

+

Voul VSdrv

(a) (b)

Figure 5.12. (a) Inverter circuit with depletion-type nMOS load. (b) Simplified equivalent
circuit consisting of a nonlinear load resistor and a nonideal switch controlled by the input.

The circuit diagram of the depletion-load inverter circuit is shown in Fig. 5.12(a), and
a simplified view of the circuit consisting of a nonlinear load resistor and a nonideal
switch (driver) in shown in Fig. 5.12(b). The driver device is an enhancement-type nMOS
transistor, with VT driver > 0, whereas the load is a depletion-type nMOS transistor, with

V70 load < 0. The current-voltage equations to be used for the depletion-type load transistor
are identical to those of the enhancement-type device, with the exception of the negative
threshold voltage (cf. Section 3.3). The gate and the source nodes of the load transistor
are connected, hence, VGSload = 0 always. Since the threshold voltage of the depletion-
type load is negative, the condition VIoad > VT ,oad is satisfied, and the load device
always has a conducting channel regardless of the input and output voltage levels. Also
note that both the driver transistor and the load transistor are built on the same p-type
substrate, which is connected to the ground. Consequently, the load device is subject to
the substrate-bias effect, so that its threshold voltage is a function of its source-to-
substrate voltage, VSB load = VYo.'
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VT,,oad = VTO,load + Y 12 OFI + out - 12 FI) (5.33)

CHAPTER 5
The operating mode of the load transistor is determined by the output voltage level. When
the output voltage is small, i.e., when V, < VDD + VTload, the load transistor is in
saturation. Note that this condition corresponds to VDS load > VGS load - VTload. Then, the
load current is given by the following equation.

load r ~, kn~load2
ID, load d [ V] '2 'Toad(Vout)| (5.34)

For larger output voltage levels, i.e., for VO > VDD + VTload' the depletion-type load
transistor operates in the linear region. The load current in this case is

'Dtoad = 2 [21VT,load(Vout) )(VDD Vot) (VDD 'Kt)2] (5.35)

The voltage transfer characteristic (VTC) of this inverter can be constructed by setting
D,driver = IDload' VGSdriver = Vin' and VDS driver = VD, and by solving the corresponding

current equations for V0 , =f(Vin). Figure 5.13 shows the VTC of a typical depletion-load
inverter, with kdriver' = knlod '
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Figure 5.13. Typical VTC of a depletion-load inverter circuit.



Next, we will consider the critical voltage points VOH' VOL, VILE and VIH for this inverter 163
circuit. The operating regions and the voltage levels of the driver and the load transistors
at these critical points are listed below. MOS Inverters:

Static
_ _ ____________________ l ____________________ Characteristics

Ven V,, Driver operating region Load operating region
VOL VOH cut-off linear
VIL = VOH saturation linear
VIH small linear saturation
: : VOH VOL linear saturation

Calculation of VOH

When the input voltage Vin is smaller than the driver threshold voltage V., the driver
transistor is turned off and does not conduct any drain current. Consequently, the load
device, which operates in the linear region, also has zero drain current. Substituting VOH
for V0,, in (5.35), and letting the load current 'Dload = 0, we obtain

ID, d =naLiad [2jVTIoad (VOH).(VDD VOH)(VDD VOH) ]= (5.36)

The only valid solution in the linear region is VOH = VDD.

Calculation of VOL

To calculate the output low voltage VOL' we assume that the input voltage V of the
inverter is equal to VOH = VDD. Note that in this case, the driver transistor operates in the
linear region while the depletion-type load is in saturation.

kdrver .[2.(VOH-VTO).VOL-VO2 ad Q[.VT 1oad(VO) (5.37)

This second-order equation in VOL can be solved by temporarily neglecting the depen-
dence of VT oad on VOL, as follows.

VOL =VOH - VTO - (VOH VTO) k ) VToad(VOL) (5.38)

The actual value of the output low voltage can be found by solving the two equations
(5.38) and (5.33) using numerical iterations. The iterative method converges rapidly
because the actual value of VOL is relatively small.



164 Calculation of VIL

CHAPTER 5 By definition, the slope of the VTC is equal to (-1), i.e., dV0 ,tldVi" = -1 when the input
voltage is V4, = VIL. Note that in this case, the driver transistor operates in saturation while
the load transistor operates in the linear region. Applying KCL for the output node, we
obtain the following current equation:

drier *(v VTO) = 2 [2 IVT load(V0 ut)I (VDD-v 6u3( VDD -t) )1 (5.39)

To satisfy the derivative condition at VIL we differentiate both sides of (5 .39) with respect
to Vi'.

kdnVE, V - VTO)= - I2IVTload(out)I )
km ~2 ~ dv, )

+2(VDD O )- dVTE~ 2(id V)( dV0 ,) (5.40)

In general, we can assume that the term (dVTIoad/dVin) is negligible with respect to the
others. Substituting VIL for Vin, and letting dV utldVi = 1, we obtain VIL as a function
of the output voltage VO,.

VIL = VTO + I t ) [ VO- VDD + IVT load(out] (541 )

To account for the substrate-bias effect on VTLOad this equation must be solved together
with (5.33) and (5.39) using successive iterations.

Calculation of VIH

VIH is the larger of the two voltage points on the VTC at which the slope is equal to
(-1). Since the output voltage corresponding to this operating point is relatively small, the
driver transistor is in the linear region and the load transistor is in saturation.

driver (V
_____ i -VO)-V.,- .. k - VTIa )2(5.42)

2 [2( ~ uJ 21

Differentiating both sides of (5.42) with respect to Vin, we obtain:
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( dVToad ) ( dVt (5.43) Characteristics
=klod .[ VT,1°d(V°,ut)] td' t)tdj 

Now, substitute dV0 ut I dVi, = -1 into (5.43), and solve for Vi" = VIH.

VIH=VTO+2V,+ k9d) [ VT,load(Vout)] (dVTId (5.44)
kdriver odVut

Note that the derivative of the load threshold voltage with respect to the output voltage
cannot be neglected in this case.

dVTload 45

dVot 2 112 OFI , (

The actual values of VIH and the corresponding output voltage VUt are determined by
solving (5.45) together with the current equation (5.42) and with the threshold voltage
expression (5.33), using numerical iterations. A relatively accurate first-order estimate
for VIH can be obtained by assuming that the output voltage in this case is approximately
equal to VOL.

It is seen from this discussion that the critical voltage points, the general shape of the
inverter VTC, and ultimately, the noise margins, are determined essentially by the
threshold voltages of the driver and the load devices, and by the driver-to-load ratio
(kdriverkload). Since the threshold voltages are usually set by the fabrication process, the
driver-to-load ratio emerges as a primary design parameter which can be adjusted to
achieve the desired VTC shape. Notice that with k' ,driver= kn,load' the driver-to-load ratio
is solely determined by the (WIL) ratios of the driver and the load transistors, i.e., by the
device geometries. Figure 5.14 shows the VTCs of depletion-load inverter circuits with
different driver-to-load ratios kR = (kdriver/k!Oad)

One important observation is that, unlike in the enhancement-load inverter case, a
sharp VTC transition and larger noise margins can be obtained with relatively small
driver-to-load ratios. Thus, the total area occupied by a depletion-load inverter circuit
with an acceptable circuit performance is expected to be much smaller than the area
occupied by a comparable resistive-load or enhancement-load inverter.

Design of Depletion-Load Inverters

Based on the VTC analysis given in the previous section, we can now consider the design
of depletion-load inverters to satisfy certain DC performance criteria. In the
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Figure 5.14. Voltage transfer characteristics of depletion-load inverters, with different driver-
to-load ratios.

broadest sense, the designable parameters in an inverter circuit are: (i) the power supply
voltage VDD, (ii) the threshold voltages of the driver and the load transistors, and (iii) the
(WIL) ratios of the driver and the load transistors. In most practical cases, however, the
power supply voltage and the device threshold voltages are dictated by other external
constraints and by the fabrication process; thus, they cannot be adjusted for every
individual inverter circuit to satisfy performance requirements. This leaves the (WIL)
ratio of the transistors and more specifically, the driver-to-load ratio kR, as the primary
design parameter.

Note that the power supply voltage VDD of the inverter circuit also determines the
level of the output high voltage VOH, since VOH = VDD. Of the remaining three critical
voltages on the VTC, the output low voltage VOL is usually the most significant design
constraint. Designing the inverter to achieve a certain VOL value will automatically set the
other two critical voltages, VIL and VIH, as well. Equation (5.37) can be rearranged to
calculate the driver-to-load ratio that achieves a target VOL value, assuming that the power
supply voltage and the threshold voltage values are set previously by independent design
and processing constraints.
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Here, the driver-to-load ratio is given by Characteristics

k driver driver

kR =W (5.47)

kn od L load

Since the channel doping densities and, consequently, the channel electron mobilities of
the enhancement-type driver transistor and the depletion-type load transistor are not
equal, we shall expect that kv k ,load in general. Only ndriver nload'

we n~~~driver drod'gnra.0 i k. k ' can the
driver-to-load ratio be reduced to

_L driver
k ) (5.48)

L load

Finally, note that the design procedure summarized above determines the ratio of the
driver and the load transconductances, but not the specific (WIL) ratio of each transistor.
SAs a result, one can propose a number of designs with different (WIL) ratios for the driver
(and for the load) device, each of which satisfies the driver-to-load ratio condition stated
above. The actual sizes of the driver and the load transistors are usually determined by
other design constraints, such as the current-drive capability, the steady-state power
dissipation, and the transient switching speed.

WPower and Area Considerations 

The steady-state DC power consumption of the depletion-load inverter circuit can be
eeasily found by calculating the amount of current being drawn from the power supply,
during the input-low state and the input-high state. When the input voltage is low, i.e.,
when the driver transistor is cut-off and V", = VOH= VDD, there is no significant current
flow through the driver and the load transistors. Consequently, the inverter does not
dissipate DC power under this condition. When the input is at the high state with Vo VDD
and V.T = VOL, on the other hand, both the driver and the load transistors conduct a
significant current, given by



IDC( n VDD) 2 [ TOad(V)]

= kdriver .[2 (VOH- VTO) VOL - VOL]
(5.49)

Assuming that the input voltage level is low during 50% of the operation time and high

during the other 50%, the overall average DC power consumption of this circuit can be
estimated as follows:

PDC 2 [ [-VTload(VOL)] (5.50)

Driver

GND Input

(a)

(b)

GND Input

E L
11 l iE E

_ ..

Poly

Load (depletion-type)

Implant VDD

Output

Buried contact

w052Xi8X.iAXK4 Ei i

VDD

U

L 

Output

Figure 5.15. Sample layout of depletion-load inverter circuits (a) with output contact on
diffusion and (b) with buried contact.
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Figure 5.15(a) shows a simplified layout of the depletion-load inverter circuit. Note
that the drain of the enhancement-type driver and the source of the depletion-type load
transistor share a common n+ diffusion region, which saves silicon area compared to two
separate diffusion regions. The threshold voltage of the depletion-type load device is
adjusted by a donor implant into the channel region. The width-to-length ratio of the
driver transistor is seen to be larger than the width-to-length ratio of the load, which yields
a driver-to-load ratio of about 4. Overall, this inverter circuit configuration is relatively
compact, and it occupies a significantly smaller area compared to those for resistive-load
or enhancement-load inverters with similar performance.

The area requirements of the depletion-load inverter circuit can be reduced even
further by using a buried contact for connecting the gate and the source of the load
transistor, as shown in Figure 5.15(b). In this case, the polysilicon gate of the depletion-
mode transistor makes a direct ohmic contact with the n+ source diffusion. The contact
window on the intermediate diffusion area can be omitted, which results in a further
reduction of the total area occupied by the inverter.
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Example 5.3

Calculate the critical voltages (VOL' VoHl' VIL, VIH) and find the noise margins of the
0 following depletion-load inverter circuit:

VDD

r__
V_. - o

V =V

o +

VoW = V8Sddv.

VDD = S V

VTO0driver = 1.0 V
Vload = - 3.0 V
(W/L)driver = 2, (W/L)lmd = 1/3
kndriver '=knload' = 25 uA/V2

y= 0.4 V112

F=-0.3 V

First, the output high voltage is simply found according to (5.36) as VOH = VDD = 5 V.
To calculate the output low voltage VOL, we must solve (5.33) and (5.38) simultaneously,
using numerical iterations. We start the iterations by assuming that the output voltage is
equal to zero; thus, letting VTIoad = VTOload = -3 V. Solving (5.38) with this assumption
yields a first-order estimate for VOL.

VOL VOH VTO (VOH -VTO) Ik ) VT,load(VOL)J

=5-1- (51)2-(j)132 =0.192 V

q 

b

--
I - 1i,

1ID



170 Now, the threshold voltage of the depletion-load device can be updated by substituting

this output voltage into (5.33).

CHAPTER 5

VT, load VTOIoad+Y( I2F + VOL -Sl20F)

=-3+0.4(O .6+0.2-JO)=-2.95 V

Using this new value for VTIoad' we now recalculate VOL, again according to (5.38).

VOL = 0.186 V

VTI oad = 2 .9 5 V

At this point, we can stop the iteration process since the threshold voltage of the load

device has not changed in the two significant digits after the decimal point. Continuing
the iteration would not produce a perceptible improvement of VOL'

The calculation of VIL involves simultaneous solution of (5.33), (5.39), and (5.41), using

numerical iterations. When the input voltage is equal to VIL, we expect that the output

voltage is slightly lower than the, output high voltage, VOH' As a first-order approxima-

tion, assume that V0.t = VOH = 5 V for Vjn = VIL. Then, the threshold voltage of the load

device can be estimated as VTlOad(VOut= S V) =-2.36 V. Substituting this value into (5.41)
gives VIL as a function of the output voltage VOt.

VIL (Vou,) VTO + ad . - VDD +VTload(Vout)|]
kdriver Ot D V ,~ ~ .,I

=1+(-6)(V ut -s+2.36)=0. 167 OUt +0.56

This expression can be rearranged as

V014= 6 VIL- 3
-

3 5

Now, substitute this into the KCL equation (5.39) to obtain the following quadratic
equation for VIL:

k .(VL_

driver (VILVTO )' = kld .[21VT,lod(vOut)|(VDD- 6 VIL + 3.35)

(VDD 6 VIL + 3.35)2]



2. (VIL1) =-.[2.2.36.(5-6V1L+3.35)-(5-6V1L+3.35) 

MOS Inverters:

The solution of this second-order equation yields two possible values for VIL. Static
Characteristics

0.98 V
VIL= 1.36 V

Note that VIL must be larger than the threshold voltage V. of the driver transistor, hence,
VIL = 1.36 V is the physically correct solution. The output voltage level at this point can
also be found as

V. =6 1.36-3.35=4.81 V

which significantly improves our initial assumption of Vt = 5 V. At this point, the
threshold voltage of the load transistor must be recalculated, in order to update its value.
Substituting V0 t = 4.81 V into (5.33) yields VToad = -2.38 V. We observe that this value
is only slightly higher (by 20 mV) than the threshold voltage value used in the previous
calculations. For practical purposes, we can terminate the numerical iteration at this stage
and accept VIL = 1.36 V as a fairly accurate estimate.

To calculate VIH, we first have to find the numerical value of (dVTlod V0 ,t) using (5.45).
When the input voltage is equal to VIH, the output voltage is expected to be relatively low.
As a first-order approximation, assume that the output voltage level is V 4 = VOL = 0.2
V when Vi = VIH. The threshold voltage of the load device can also be estimated as
VTload(VoUt = 0.2 V) = -2.95 V. Thus,

dVT, load 0.4
dVo0 t 2 I20FI+VOU, 240.6+0.2

This value can now be used in (5.44) to find VIH as a function of the output voltage.

V (V ~=V +2V + kload .[V 1 ( .rdVT,,0,ad
VIH(VOUt)=VTO+ 2out kd[e VT, oad(Vout)] ( dV )

=1+2Vo4 +(6) 2.950.22=2VOt +1.1

This expression is rearranged as:

VOut = 0. VIH 0.55
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172 Next, substitute V., in the KCL equation (5.42), to obtain

CHAPTER 5 2*[2 (VIH-1) ( 5 VIH-. 55 -(°.5 V IH-0. 55)2 ]I =.(2.95)2

The solution of this simple quadratic equation yields two values for VIH.

f-0.35 V
VIH= 2.43 V

where VIH = 2.43 V is the physically correct solution. The output voltage level at this point
is calculated as

VO -0.5 2.43-0.55=0.67 V

With this updated output voltage value, we can now reevaluate the load threshold voltage
as VlOad (Vout = 0.67 V) = -2.9 V, and the (dVTload Vmo) value as

dVT,load =0.18

dV..,

Note both of these values are fairly close to those used at the beginning of this iteration
process. Repeating the iterative calculation will provide only a marginal improvement of
accuracy, thus, we may accept VIH = 2.43 V as a good estimate.

In conclusion, the noise margins for high signal levels and for low signal levels can be
found as follows:

NMH = VOH-VIH= 2.57 V

NML =VIL-VOL =1.17 V

5.4. CMOS Inverter

All of the inverter circuits considered so far had the general circuit structure shown in Fig.
5.3, consisting of an enhancement-type nMOS driver transistor and a load device which
can be a resistor, an enhancement-type nMOS transistor, or a depletion-type nMOS
transistor acting as a nonlinear resistor. In this general configuration, the input signal is
always applied to the gate of the driver transistor, and the operation of the inverter is
controlled primarily by switching the driver. Now, we will turn our attention to a radically
different inverter structure, which consists of an enhancement-type nMOS transistor and
an enhancement-type pMOS transistor, operating in complementary mode (Fig. 5.16).



This configuration is called Complementary MOS (CMOS). The circuit topology is
complementary push-pull in the sense that for high input, the nMOS transistor drives
(pulls down) the output node while the pMOS transistor acts as the load, and for low input
the pMOS transistor drives (pulls up) the output node while the nMOS transistor acts as
the load. Consequently, both devices contribute equally to the circuit operation charac-
teristics.

VDD

Vin =

(a)
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VDO

T...

VDSn

(b)

Figure 5.16. (a) CMOS inverter circuit. (b) Simplified view of the CMOS inverter, consisting
of two complementary nonideal switches.

The CMOS inverter has two important advantages over the other inverter configu-
rations. The first and perhaps the most important advantage is that the steady-state power
dissipation of the CMOS inverter circuit is virtually negligible, except for small power
dissipation due to leakage currents. In all other inverter structures examined so far, a
nonzero steady-state current is drawn from the power source when the driver transistor
is turned on, which results in a significant DC power consumption. The other advantages
of the CMOS configuration are that the voltage transfer characteristic (VTC) exhibits a
full output voltage swing between 0 V and VDD, and that the VTC transition is usually very
sharp. Thus, the VTC of the CMOS inverter resembles that of an ideal inverter.

Since nMOS and pMOS transistors must be fabricated on the same chip side- by-side,
the CMOS process is more complex than the standard nMOS-only process. In particular,
the CMOS process must provide an n-type substrate for the pMOS transistors and a p-type
substrate for the nMOS transistors. This can be achieved by building either n-type tubs
(wells) on a p-type wafer, or by building p-type tubs on an n-type wafer (cf. Chapter 2).
In addition, the close proximity of an nMOS and a pMOS transistor may lead to the
formation of two parasitic bipolar transistors, causing a latch-up condition. In order to
prevent this undesirable effect, additional guard rings must be built around the nMOS and
the pMOS transistors as well (cf. Chapter 13). The increased process complexity of
CMOS fabrication may be considered as the price being paid for the improvements
achieved in power consumption and noise margins.



ICircuit Operation

In Fig. 5.16, note that the input voltage is connected to the gate terminals of both the
nMOS and the pMOS transistors. Thus, both transistors are driven directly by the input
signal, Vin. The substrate of the nMOS transistor is connected to the ground, while the
substrate of the pMOS transistor is connected to the power supply voltage, VDD, in order
to reverse-bias the source and drain junctions. Since VSB = 0 for both devices, there will
be no substrate-bias effect for either device. It can be seen from the circuit diagram in Fig.
5.16 that

VGS,,n = Vif

VDS,. = Vo.t
(5.51)

and also,

VGS, P =-(VDD- Vif)

VDS P =-(VDD - Vut)
(5.52)

We will start our analysis by considering two simple cases. When the input voltage
is smaller than the nMOS threshold voltage, i.e., when Vi, < V.,, the nMOS transistor
is cut-off. At the same time, the pMOS transistor is on, operating in the linear region.
Since the drain currents of both transistors are approximately equal to zero (except for
small leakage currents),, i.e.,

(5.53)D,n = IDp = 

the drain-to-source voltage of the pMOS transistor is also equal to zero, and the output
voltage VOH is equal to the power supply voltage.

(5.54)VOUt = VOH = VDD

On the other hand, when the input voltage exceeds (VDD + VT )' the pMOS transistor is
turned off. In this case, the nMOS transistor is operating in the linear region, but its drain-
to-source voltage is equal to zero because condition (5.53) is satisfied. Consequently, the
output voltage of the circuit is

V..t =VOL = ° (5.55)

Next, we examine the operating modes of the nMOS and the pMOS transistors as
functions of the input and output voltages. The nMOS transistor operates in saturation
if Vin > VMOn and if the following condition is satisfied.

VDSnVGSn -VTO,n X Vo >Vin -VTo,n (5.56)
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The pMOS transistor operates in saturation if V11 < (VDD + V7ThP), and if:

VDSP < VGSp VTOP ¢_* out < Vn-VTO, p

17

(5.57) MOS Inverter,
Stati

Characteristic

VTOn

OmL pMOS in saturation

E both in saturation

VIL VIH VDD + VTOP VDD

Input Voltage (V)

Figqre 5.17. Operating regions of the nMOS and the pMOS transistors.

Both of these conditions for device saturation are illustrated graphically as shaded areas
on the Vu - V plane in Fig. 5.17. A typical CMOS inverter voltage transfer characteristic
is also superimposed for easy reference. Here, we identify five distinct regions, labeled
A through E, each corresponding to a different set of operating conditions. The table
below lists these regions and the corresponding critical input and output voltage levels.

VTOp

Region V V° nMOS pMOS
A < VTOl VOH cut-off linear
B VIL high = VOH saturation linear
C V ^Vth Vth saturation saturation
D VIH low VOL linear saturation
E > (VDD + VTO, p) VOL linear cut-off



In Region A, where V in < V.,, the nMOS transistor is cut-off and the output voltage
is equal to VOH = VDD. As the input voltage is increased beyond Vm,, (into Region B), the
nMOS transistor starts conducting in saturation mode and the output voltage begins to
decrease. Also note that the critical voltage VIL which corresponds to (dV.., /dVin) = -1
is located within Region B. As the output voltage further decreases, the pMOS transistor
enters saturation at the boundary of Region C. It is seen from Fig. 5.17 that the inverter
threshold voltage, where VI, = VOU, is located in Region C. When the output voltage V.",
falls below (Vin - V7,n), the nMOS transistor starts to operate in linear mode. This
corresponds to Region D in Fig. 5.17, where the critical voltage point VIH with (dV0 ,,,
dVjn) = -1 is also located. Finally, in Region E, with the input voltage Vi > (VLD + Vp),

the pMOS transistor is cut-off, and the output voltage is VOL = 0.
In a simplistic analogy, the nMOS and the pMOS transistors can be seen as nearly

ideal switches- controlled by the input voltage- that connect the output node to the power
supply voltage or to the ground potential, depending on the input voltage level. The
qualitative overview of circuit operation, illustrated in Fig. 5.17 and discussed above,
also highlights the complementary nature of the CMOS inverter. The most significant
feature of this circuit is that the current drawn from the power supply in both of these
steady-state operating points, i.e., in Region A and in Region E, is nearly equal to zero.
The only current that flows in either case is the very small leakage current of the reverse-
biased source and drain junctions. The CMOS inverter can drive any load, such as
interconnect capacitance or fanout logic gates which are connected to its output node,
either by supplying current to the load, or by sinking current from the load.

The steady-state input-output voltage characteristics of the CMOS inverter can be
better visualized by considering the interaction of individual nMOS and pMOS transistor
characteristics in the current-voltage space. We already know that the drain current IDn
of the nMOS transistor is a function of the voltages VGSf and VDS,n. Hence, the nMOS
drain current is also a function of the inverter input and output voltages V,. and VO,,, 
according to (5.51).

I D'n = f (in VOWt)

This two-variable function, which is essentially described by the current equations (3.54)
through (3.56), can be represented as a surface in the three-dimensional current-voltage
space. Figure 5.18 shows this IDn(Vin V0 ,t) surface for the nMOS transistor.

Similarly, the drain current ID p of the pMOS transistor is also a function of the
inverter input and output voltages Vin and Vot, according to (5.52).

ID, p = f (Vin V.,H)

This two-variable function, described by the current equations (3.57) through (3.59), can
be represented as another surface in the three-dimensional current-voltage space. Figure:
5.19 shows the corresponding IDP(Vin Vut) surface for the pMOS transistor.
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Figure 5.18. Current-voltage surface representing the nMOS transistor characteristics.
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Figure 5.19. Current-voltage surface representing the pMOS transistor characteristics.
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Figure 5.20. Intersection of the current-voltage surfaces shown in Figures 5.18 and 5.19.
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Figure 5.21. The intersecting current-voltage surfaces shown from a different viewing angle.

Notice that projection of the intersection curve on the voltage plane gives the VTC.
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Remember that in a CMOS inverter operating in steady-state, the drain current of the 179
nMOS transistor is always equal to the drain current of the pMOS transistor, according
to KCL. MOS Inverters:

D,n = ID,p Static
Characteristics

Thus, the intersection of the two current-voltage surfaces shown in Figs. 5.18 and 5.19
will give the operating curve of the CMOS inverter circuit in the three-dimensional
current-voltage space. The intersection of the two characteristic surfaces is shown in Fig.
5.20. The intersecting surfaces are shown from a different viewing angle in Fig. 5.21, with
the intersection curve highlighted in bold.

It is clear that the vertical projection of the intersection curve on the Vi - VOt plane
produces the typical CMOS inverter voltage transfer characteristic already shown in Fig.
5.17. Similarly, the horizontal projection of the intersection curve on the ID - Vin plane
gives the steady-state current drawn by the inverter from the power supply voltage as a
function of the input voltage. In the following, we will present an in-depth analysis of the
CMOS inverter static characteristics, by calculating the critical voltage points on the
VTC. It has already been established that VOn = VDD and VOL = 0 for this inverter; thus,
we will devote our attention to VILE VIH and the inverter switching threshold, Vth.

Calculation of VIL

By definition, the slope of the VTC is equal to (-1), i.e., dV0,, dVin = -1 when the input
voltage is V = VIL. Note that in this case, the nMOS transistor operates in saturation while
the pMOS transistor operates in the linear region. From IDn= ID p we obtain the following
current equation:

-(VGSfn-VTOn) = 2 2(VCSp-VTOP).VDSp VDsP (5.58)

Using equations (5.51) and (5.52), this expression can be rewritten as

- (- in-VTO, n ) = 2 * [2 (-Vn VDD - VTO,,,)

.( l- VDD )(Vl D 

To satisfy the derivative condition at VILE we differentiate both sides of (5.59) with respect
to Vn.

k(VinkVTOn) =P[(V in DD TOp)(dV (V.,in 

L P dV(



180 Substituting V, = VIL and (dVoutldVin) = -1 in (5.60), we obtain

CHAPTER 5 k. f(VIL -VTO,f) =kP (2VOUt- VIL +VTO,P -VDD) (5.61)

The critical voltage V1L can now be found as a function of the output voltage V,, as
follows:

2 V01t + VTOIP VDD + kR VTO,(
IL 1 k (5.62)VIL= lI+kR

where kR is defined as

R k

This equation must be solved together with the KCL equation (5.59) to obtain the
numerical value of VIL and the corresponding output voltage, V0 ,1 . Note that the solution
is fairly straightforward and does not require numerical iterations as in the previous cases,
since none of the transistors is subject to substrate-bias effects.

Calculation of V1H

When the input voltage is equal to VIH, the nMOS transistor operates in the linear region,
and the pMOS transistor operates in saturation. Applying KCL to the output node, we
obtain

2 [ (VGS,n VTO,n) DSnDSn 2 GSPTOP (563)

Using equations (5.51) and (5.52), this expression can be rewritten as

[n V')V V 2]kP _V V~
2 (Vin TOn out uti 2 (Vin DD TO,P) (5.64)

Now, differentiate both sides of (5.64) with respect to V,,.

kn (ViV TOn) d(.Yoiui' + vKut - vut ( dV0,,ut

in *[(Vin - VrO~n) ( d-V )+V°Ut OUT ( d~in )] (5.65)

= P ( n VDD VTO,P)

Substituting, Vin = VIH and (dV0ut dVin) = -1 in (5.65), we obtain



nk .(-VIH +VTOfl+2Vt)=kP (VIH VDD VTO,p) (5.66)

The critical voltage VIH can now be found as a function of VO, as follows: MOS InverteUt~~~~~~~~~~~Sa
Characteristi

VI = VDD + VTOP +kR (2 V0 u, + VTofn) (5.67)
VIH= l+kR

Again, this equation must be solved simultaneously with the KCL equation (5.64) to
obtain the numerical values of VIH and VO,.

Calculation of Vth

The inverter threshold voltage is defined as V = V = V0,u. Since the CMOS inverter
exhibits large noise margins and a very sharp VTC transition, the inverter threshold
voltage emerges as an important parameter characterizing the DC performance of the
inverter. For Vin = VU, both transistors are expected to be in saturation mode; hence, we
can write the following KCL equation.

2 ( VGS,- VTO,n) = 2 (VS,P - VTO, P) (5.68)

Replacing VGSn and VSp in (5.68) according to (5.51) and (5.52), we obtain

i - (Vi VTn 2 'Vi" V VTOP)2 (5.69)

The correct solution for Vin for this equation is

MKin 1+ L = VTOn+ _.(VDD+VTOP) (5.70)

Finally, the inverter threshold (switching threshold) voltage V, is found as

VTO + (VDD + VTOP)

Vth = i(570 +4 (5.71)

1 I I I I

Calculation of Vth

The inverter threshold voltage is defined as V,, = Vi, = V,,.t. Since the CMOS inverter
exhibits large noise margins and a very sharp VTC transition, the inverter threshold
voltage emerges as an important parameter characterizing the DC performance of the
inverter. For V, = VUV both transistors are expected to be in saturation mode; hence, we
can write the following KCL equation.

In
(V.,,. VI.,n)' 'P (VGIp VI.,p)' (5.68)2 2

Replacing VGSn and VGS'P in 5.68) according to (5.5 1) and 5.52), we obtain

'n )2=kp.(V _V _V

'(Vi. VTOn 2 i" T.")2 (5.69)

The correct solution for Vinfor this equation is

kP

Vin 1+ LP VTOn + '(VDD VTO P) (530)rk, rkn

Finally, the inverter threshold (switching threshold) voltage V,, is found as

VTOn + '(VDD + VTOP)
FiR

Vth
(5.71)

1+
kF�R



Note that the inverter threshold voltage is defined as Vth = Vln = VOt. When the input
voltage is equal to V, however, we find that the output voltage can actually attain any
value between (Vth - V. n) and (Vth - V70 p), without violating the voltage conditions used
in this analysis. This is due to the fact that the VTC segment corresponding to Region C
in Fig. 5.17 becomes completely vertical if the channel-length modulation effect is
neglected, i.e., if A = 0. In more realistic cases with A > 0, the VTC segment in Region
C exhibits a finite, but very large, slope. Figure 5.22 shows the variation of the inversion
(switching) threshold voltage Vth as a function of the transconductance ratio kR, and for
fixed values of VDD, VM . and VP
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Figure 5.22. Variation of the inversion threshold voltage as a function of kR.

It has already been established that the CMOS inverter does not draw any significant
current from the power source, except for small leakage and subthreshold currents, when
the input voltage is either smaller than V, or larger than (VDD+V7T ). The nMOS and
the pMOS transistors conduct a nonzero current, on the other hand, uring low-to-high
and high-to-low transitions, i.e., in Regions B, C, and D. It can be shown that the current
being drawn from the power source during transition reaches its peak value when V =
Vth. In other words, the maximum current is drawn when both transistors are operating
in saturation mode. Figure 5.23 shows the voltage transfer characteristic of a typical
CMOS inverter circuit and the power supply current, as a function of the input voltage.

Design of CMOS Inverters

The inverter threshold voltage Vth was identified as one of the most important parameters
that characterize the steady-state input-output behavior of the CMOS inverter circuit. The
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CMOS inverter can, by virtue of its complementary push-pull operating mode, provide
a full output voltage swing between 0 and VDD, and therefore, the noise margins are
relatively wide. Thus, the problem of designing a CMOS inverter can be reduced to
setting the inverter threshold to a desired voltage value.
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Figure 5.23. Typical VTC and the power supply current of a CMOS inverter circuit.

Given the power supply voltage VDD, the nMOS and the pMOS transistor threshold
voltages, and the desired inverter threshold voltage Vth, the corresponding ratio kR can be
found as follows. Reorganizing (5.71) yields

1 Vth-VTO,n

VkR VDD + VTO p-Vth

Now solve for kR that is required to achieve the given Vh.

k, ( VDD + VTO, p - V) 

kP T V1h VTO,n )

Recall that the switching threshold voltage of an ideal inverter is defined as

Vh, ideal - VDD2

(5.72)

(5.73)

(5.74)



184 Substituting (5.74) in (5.73) gives

CHAPTER 5 2kIiID~~lI(.5

cows ! ~~~~~~~~~~kP ideal- (. a VrD VTO,, ) (5.75)

for a near-ideal CMOS VTC that satisfies the condition (5.74). Since the operations of
the nMOS and the pMOS transistors of the CMOS inverter are fully complementary, we
can achieve completely symmetric input-output characteristics by setting the threshold
voltages as V = V70 = IVM'PI. This reduces (5.75) to:

kp) metric (5.76)

Note that the ratio kR is defined as

k ju C. ( u W) 

- u p C . - ( 'U . ) (5 7 7 )

assuming that the gate oxide thickness tox, and hence, the gate oxide capacitance C0x have
the same value for both nMOS and pMOS transistors. The unity-ratio condition (5.76) for
the ideal symmetric inverter requires that

XL )n _Up 230 cm2/V-s

( W) An 580 cm2/V s (5.78)

Hence,

(WL) =2.(WL)n (5.79)

It should be noted that the numerical values used in (5.78) for electron and hole mobilities
are typical values, and that exact An and /up values will vary with surface doping
concentration of the substrate and the tub. The VTCs of three CMOS inverter circuits with
different kR ratios are shown in Fig. 5.24. It can be seen clearly that the inverter threshold
voltage Vth shifts to lower values with increasing kR ratio.

It should be noted that the numerical values used in 5.78) for electron and hole mobilities
are typical values, and that exact yn and /jP values will vary with surface doping
concentration of the substrate and the tub. The VTCs of three CMOS inverter circuits wit
different kR ratios are shown in Fig. 5.24. It can be seen clearly that the inverter threshold
voltage Vth shifts to lower values with increasing kR ratio.
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Figure 5.24. Voltage transfer characteristics of three CMOS inverters, with different nMOS -to-
pMOS ratios.

For a symmetric CMOS inverter with V7,, = IVPI and kR = 1, the critical voltage
VIL can be found, using (5.62), as follows:

VIL = 8 (3 VDD + 2 VTOn) (5.80)
8

Also, the critical voltage VIH is found as

VIH = (5 VDD- 2 VTOf) (5.81)
8

Note that the sum of VIL and VIH is always equal to VDD in a symmetric inverter.

VIL + VIH = VDD (5.82)

The noise margins NML and NMH for this symmetric CMOS inverter are now calculated
using (5.3) and (5.4).

t nMOS-to-

�al voltage

(5.80)

(5.81)



186 NML = IL-VOL = VIL

CHAPTER NMH = VOH-VIH = VDD VIH (5.83)

which are equal to each other, and also to V.

NML = NMH = VIL (5.84)

Example 5.4

Consider a CMOS inverter circuit with the following parameters:

VDD = 3 .3 V
V =,n 0.6 V
VTOP= -0.7 V
k= = 200 pA/V 2

kp = 80 gA/V2

Calculate the noise margins of the circuit. Notice that the CMOS inverter being
considered here has kR = 2.5 and V.,, X IVTPI; hence, it is not a symmetric inverter.

First, the output low voltage VOL and the output high voltage VOH are found, using (5,54)
and (5.55), as VOL =0 and VOH = 5 V. To calculate VIL in terms of the output voltage, we
use (5.62).

2 V, + VTO P -VDD + kR VTOf
VIL= 1+kR

= V0, 0. 7-3.3 +15 =0.57V, -0. 71
1+2.5ou

Now substitute this expression into the KCL equation (5.59).

2.5(0.57V,-0.71-0.6) =2(0.57Vnt-0.71-3.3+0.7)(V,ut-3.3)-(Vou,-3.3)

This expression yields a second-order polynomial in V,, as follows:

.. ~~~~ 2

0. 66 VO.t 2 + 0. 05 V - 6.65 = 0

Only one root of this quadratic equation corresponds to a physically correct solution for
Vet (i-e., V,t > 0).



Kw = Vo",3.14 V f187

From this value, we can calculate the critical voltage VIL as: MOS Inverters:
Static

VL = 0. 57.3.14 - 0.71 = 1.08 V Characteristics

To calculate VIH in terms of the output voltage, use (5.67):

VI=VDD + VTO~p + kR .(2 Vout, + VTof.)

1+kR

3.3-0.7+2.5(2Vu, +0.6) +117
1+2.5 O+1

Next, substitute this expression into the KCL equation (5.64) to obtain a second-order
polynomial in Vut.

f ~2.5 [2 (1.43 V ~+9706)otvu2](.43 Vout - 1.43)'

2.61 + 6.94 V,-24

Again, only one root of this quadratic equation corresponds to the physically correct
solution for V, at this operating point, i.e., when V,. = VIH.

Vout =0.27 V

From this value, we can calculate the critical voltage VIH as:

VIH =1.43 0.37+1.17=1.55 V

Finally, we find the noise margins for low voltage levels and for high voltage levels using
(5.3) and (5.4).

NML = VIL -VOL = 1. 08 V

NMH = VOH - VIH = 1. 75 V

Supply Voltage Scaling in CMOS Inverters

In the following, we will briefly examine the effects of supply voltage scaling, i.e.,
reduction of VDD, upon the static voltage transfer characteristics of CMOS inverters. The



overall power dissipation of any digital circuit is a strong function of the supply voltage
VDD. With the growing trend for reducing the power dissipation in large-scale integrated
systems and especially in portable applications, reduction (or scaling) of the power
supply voltage emerges as one of the most widely practiced measures for low-power
design. While such reduction is usually very effective, several important issues must also
be addessed so that the system performance is not sacrificed. In this context, it is quite
relevant to explore the influence of supply voltage scaling upon the VTC of simple
CMOS inverter circuits.

The expressions we have developed in this section for VIL' V I
H' and Vth indeed show

that the static characteristics of the CMOS inverter allow significant variation of the
supply voltage without affecting the functionality of the basic inverter. Neglecting
second-order effects such as subthreshold conduction, it can be seen that the CMOS
inverter will continue to operate correctly with a supply voltage which is as low as the
following limit value.

VDD -VTOn +VTO p (5.85)

This means that correct inverter operation will be sustained if at least one of the transistors
remains in conduction, for any given input voltage. Figure 5.25 shows the voltage transfer
characteristics of a CMOS inverter, obtained with different supply voltage levels. The
exact shape of the VtC near the limit value is essentially determined by subthreshold
conduction properties of the nMOS and pMOS transistors, yet it is clear that the circuit
operates as an inverter over a large range of supply voltages levels.
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Figure 5.25. Voltage transfer characteristics of a CMOS inverter, obtained with different power
supply voltage levels.
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It is interesting to note that the CMOS inverter will continue to operate, albeit
somewhat differently, even beyond the limit described in (5.85). If the power supply
voltage is reduced below the sum of the two threshold voltages, the VTC will contain a
region in which none of the transistors is conductiong. The output voltage level within
this region is then determined by the previous state of the output, since the previous output
level is always preserved as stored charge at the output node. Thus, the VTC exhibits a
hysteresis behavior for very low supply voltage levels, which is illustrated in Fig. 5.26.
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Figure 5.26. Voltage transfer characteristic of a CMOS inverter, operated with a supply voltage
which is lower than the limit given in (5.85).

Power and Area Considerations

Since the CMOS inverter does not draw any significant current from the power source in
both of its steady-state operating points (Vut = VOH and V0.t = VOL), the DC power
dissipation of this circuit is almost negligible. The drain current that flows through the
nMOS and the pMOS transistors in both cases is essentially limited to the reverse leakage
current of the source and drain pn-junctions, and in short-channel MOSFETs, the
relatively small subthreshold current. This unique property of the CMOS inverter was
already identified as one of the most important advantages of this configuration. In many
applications requiring a low overall power consumption, CMOS is preferred over other
circuit alternatives for this reason. It must be noted, however, that the CMOS inverter
does conduct a significant amount of current during a switching event, i.e., when the
output voltage changes from a low to high state, or from a high to low state. The detailed
calculation of this dynamic power dissipation will be examined in Chapters 6 and 11.

(
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Figure 5.27. Two sample layouts of CMOS inverter circuits (for p-type substrate).

Figure 5.27 shows two layout examples for the simple CMOS inverter circuit. In both
cases, it is assumed that the circuit is being built on a p-type wafer, which also provides
the substrate for the nMOS transistor. The pMOS transistor, on the other hand, must be
placed in an n-well (dotted lines), which becomes the substrate for this device. Also note
that in Fig. 5.27 the channel width of the pMOS transistor is larger than that of the nMOS
transistor. This is typical for symmetric inverter configurations, in which the kR ratio is
set approximately equal to unity.

Compared to other inverter layouts examined in previous sections, the CMOS
inverters shown in Fig. 5.27 do not occupy significantly more area. The added complexity
of the fabrication process (creating n-well diffusion, separate p-type and n-type source
and drain diffusions, etc.) appears to be the only drawback for the inverter example.
Because of the complementary nature of this circuit configuration, however, CMOS
random logic circuits require significantly more transistors for the same function than
their nMOS counterparts. Consequently, CMOS logic circuits tend to occupy more area
than comparable nMOS logic circuits, which apparently affects the integration density of
pure-CMOS logic. The actual integration density of nMOS logic, on the other hand, is
limited by power dissipation and heat generation problems.
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Exercise Problems

5.1 Design a resistive-load inverter with R = 1 kQ, such that VOL = 0.6 V.
The enhancement-type nMOS driver transistor has the following parameters:

VDD = 5 .0 V
V7 1. V
r= 0.2 V"12

=0
lnCox = 22.0 RA/V2

(a) Determine the required aspect ratio, W/L.
(b) Determine VIL and VIH.
(c) Determine noise margins NML and NMH.

5.2 Layout of resistive-load inverter:

(a) Draw the layout of the resistive-load inverter designed in Problem 5.1 using a
polysilicon resistor with sheet resistivity of 25 U/square and the minimum feature
size of 2 gum. It should be noted that L stands for the effective channel length which
is related to the mask channel length as L = LM + °- 2 LD. where we assume 8 (process
error) = 0 and LD = 0.25 j.m. To save chip area, use minimum sizes for Wand L. Also,
the circuit area can be reduced by using the folded layout (snake pattern) of the
resistor.

(b) Perform circuit extraction to obtain SPICE input list from the layout.

(c) Run SPICE simulation of the circuit to obtain the DC voltage transfer characteristic
(VTC) curve. Plot the VTC and check whether the calculated values in Problem 5.1
match the SPICE simulation results.



5.3 Refer to the CMOS fabrication process described in Chapter 2. Draw cross-sections
of the following device along the lines A - A' and B - B'.

CHAPTER 5

B

A- -A'

*Active Area

* Polysilicon

,.. Metal

B'

5.4 Consider the following nMOS inverter circuit which consists of two enhancement-
type nMOS transistors, with the parameters:

VM = 0.8 V
I2,C0. = 45.0 I9A/V 2

,y= 0.38 V112

12 OFI = 0.6 V
t= o

VDD = 0V

VDD

2)

+

OUt

+

(a) Calculate VOH and VOL values. Note that the substrate-bias effect of the load
device must be taken into consideration.

(b) Interpret the results in terms of noise margins and static (DC) power dissipation.

(c) Calculate the steady-state current which is drawn from the DC power supply
when the input is a logic "1", i.e., when Vin = VOH.
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I 5.5 Design of a depletion-load nMOS inverter:

OC = 30 gA/V2

VN = 0.8 V (enhancement-type)
V = - 2.8 V (depletion-type)
y= 0.38 V112

12 OF = 0.6 V
VDD = .0 V

MOS Inverters:
Static

Characteristics

(a) Determine the (WIL) ratios of both transistors such that:

(i) the static (DC) power dissipation for Vin = VOH is 250 gW, and
(ii) VOL = 0.3 V.

(b) Calculate VIL and VIH values, and determine the noise margins.

(c) Plot the VTC of the inverter circuit.

5.6 Consider a CMOS inverter with the following parameters:

nMOS V709n = 0.6 V
pMOS V70 p = - 0.7 V

,uC, = 60 uA/V 2

jupC,, = 25 J4A/V2
(WIL)n = 8
(W/L)p = 12

Calculate the noise margins and the switching threshold (Vth) of this circuit. The
power supply voltage is VDD = 3.3 V.

5.7 Design of a CMOS inverter circuit:

Use the same device parameters as in Problem 5.6. The power supply voltage is
VDD =3.3 V. The channel length of both transistors is Ln = L = 0.8 pAm.

(a) Determine the (WIWp) ratio so that the switching (inversion) threshold voltage
of the circuit is Vth = 1.4 V.

(b) The CMOS fabrication process used to manufacture this inverter allows a
variation of the V70,n value by ±15% around its nominal value, and a variation
of the Vit value by ±20% around its nominal value. Assuming that all other
parameters (such as yp ptt, C,,, W, Wp) always retain their nominal values, find
the upper and lower limits of the switching threshold voltage (Vth) of this circuit.
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194 5.8 Consider the CMOS inverter designed in Problem 5.7, with the following circuit
configuration:

CHAPTER 5

3.3 V

vout

inverter designed in P 5.7

(a) Calculate the output voltage level V0,,.

(b) Determine if the process-related variation of Vm,, of M3 has any influence upon
the output voltage V014t.

(c) Calculate the total current being drawn from the power supply source, and
determine its variation due to process-related threshold-voltage variations.

5.9 Consider a CMOS inverter, with the following device parameters:

nMOS V70)n= 0.6 V
pMOS V7D = - 0.8 V

kt"Co0 = 60 gA/V2

YpCOx = 20 A/V2

Also: VDD= 3 V
x=0

(a) Determine the (W/L) ratios of the nMOS and the pMOS transistor such that the
switching threshold is Vth = 1.5 V.,

(b) Plot the VTC of the CMOS inverter using SPICE.

(c) Determine the VTC of the inverter for X = 0.05 V` and X = 0.1 V-'.

(d) Discuss how the noise margins are influenced by non-zero X value. Note that
transistors with very short channel lengths (manufactured with sub-micron
design rules) tend to have larger X values than long-channel transistors.



Consider the CMOS inverter designed in Problem 5.9 above, with X = 0.1 V-1.
Now consider a cascade connection of four identical inverters, as shown below.

Vin vuivu2vu3VWu 4
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(a) If the input voltage is Vin = 1.55 V, find Voutl, Yout2' Vout3 and Vou4

(Note that this requires solving KCL equations for each subsequent stage,
using the nonzero X value).

(b) How many stages are necessary to restore a true logic output level?

(c) Verify your result with SPICE simulation.



CHAPTER 6

MOS INVERTERS:
SWITCHING
CHARACTERISTICS AND
INTERCONNECT EFFECTS

In this chapter, we will investigate the dynamic (time-domain) behavior of the inverter
circuits. The switching characteristics of digital integrated circuits and, in particular, of
inverter circuits, essentially determine the overall operating speed of digital systems. As
already shown in the design example presented in Chapter 1, the transient performance
requirements of a digital system are usually among the most important design specifica-
tions that must be met by the circuit designer. Therefore, the switching speed of the circuit
must be estimated and optimized very early in the design phase.

The closed-form delay expressions will be derived under the assumption of pulse
excitation, for lumped load capacitances. While exact circuit simulation (SPICE) usually
provides the most accurate estimation of the time-domain behavior of complex circuits,
the delay expressions presented here can also be used in many cases to provide a quick
and accurate approximation of the switching characteristics. In the following, specific
emphasis will be given to the switching behavior of CMOS inverter.

6.1. Introduction

Consider the cascade connection of two CMOS inverter circuits shown in Fig. 6.1. The
parasitic capacitances associated with each MOSFET are illustrated individually. Here,



the capacitances C d and are primarily due to gate overlap with diffusion, while Cdb

and Csb are voltage-dependent junction capacitances, as discussed in Chapter 3. The
'capacitance component C is due to the thin-oxide capacitance over the gate area. In
addition, we also consider the lumped interconnect capacitance Ci.,, which represents the
parasitic capacitance contribution of the metal or polysilicon connection between the two
inverters. It is assumed that a pulse waveform is applied to the input of the first-stage
inverter. We wish to analyze the time-domain behavior of the first-stage output, V

VDD
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C99 p

Vout

Cgsn

Figure 6.1. Cascaded CMOS inverter stages.

The problem of analyzing the output voltage waveform is fairly complicated, even
for this relatively simple circuit, because a number of nonlinear, voltage-dependent
capacitances are involved. To simplify the problem, we first combine the capacitances
seen in Fig. 6.1 into an equivalent lumped linear capacitance, connected between the
output node of the inverter and the ground. This combined capacitance at the output node
will be called the load capacitance, Cad

Cload = Cgd,. + Cgdp + Cdb,,n + Cdbp + Cint + Cg (6.1)

Note that some of the parasitic capacitance components shown in Fig. 6.1 do not appear
in this lumped capacitance expression. In particular, Csbn and CSb have no effect on the
transient behavior of the circuit since the source-to-substrate voltages of both transistors
are always equal to zero. The capacitances Cgs~n and C 8 P are also not included in (6.1)
because they are connected between the input node and the ground (or the power supply).
The capacitance terms Cdbfn and Cdbp in (6.1) are the equivalent junction capacitances
calculated for a particular output voltage transition, according to (3.109) and (3.114). The
reader is referred to Chapter 3 for details concerning the calculation of parasitic junction
capacitances.



The first-stage CMOS inverter is shown with the single lumped output load
capacitance Cload in Fig. 6.2. Now, the problem of analyzing the switching behavior can
be handled more easily. In fact, the question of inverter transient response is reduced to
finding the charge-up and charge-down times of a single capacitance which is charged
and discharged through one transistor. The delay times calculated using Coad may
slightly overestimate the actual inverter delay, but this is not considered a significant
deficiency in a first-order approximation.

VDD

Vin

In1

Vout

Cload

Figure 6.2. First-stage CMOS inverter with lumped output load capacitance.

6.2. Delay-Time Definitions

Before we begin the derivation of delay expressions, we will present some commonly
used delay time definitions. The input and output voltage waveforms of a typical inverter
circuit are shown in Fig. 6.3. The propagation delay times TPHL and TpLH determine the
input-to-output signal delay during the high-to-low and low-to-high transitions of the
output, respectively. By definition, TPHL is the time delay between the V50%-transition of
the rising input voltage and the V50 -transition of thefalling output voltage. Similarly,
rpLH is defined as the time delay between the V50 -transition of thefalling input voltage
and the V50%-transition of the rising output voltage.

To simplify the analysis and the derivation of delay expressions, the input voltage
waveform is usually assumed to be an ideal step pulse with zero rise and fall times. Under
this assumption, TPHL becomes the time required for the output voltage to fall from VOH
to the V150s level, and rPLH becomes the time required for the output voltage to rise from
VOL to the V50% level. The voltage point V50% is defined as follows.

V50% = VOL + - (VOH VOL)=( VOL + VOH) (6.2)
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Figure 6.3. Input and output voltage waveforms of a typical inverter, and the definitions of
propagation delay times. The input voltage waveform is idealized as a step pulse for simplicity.

Thus, the propagation delay times TPHL and TPLH are found from Fig. 6.3 as

TPHL = - to

TPLH = t3-t2

The average propagation delay ip of the inverter characterizes the average time required
for the input signal to propagate through the inverter.

TP= TPHL + TPLH
2

(6.4)

We will refer to Fig. 6.4 for the definition of output voltage rise and fall times. The rise
I time Trise is defined here as the time required for the output voltage to rise from the V0%
level to Vg0% level. Similarly, the fall time Tall is defined here as the time required for the
output voltage to drop from the V90% level to Vlos level. The voltage levels Vlos and V90%
are defined as

(6.5)

(6.6)

V1% = VOL +1 (VOH VOL)

V90% = VOL + 9(VOH VOL)
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Figure 6.4. Output voltage rise and fall times.

Thus, the output rise and fall times are found from Fig. 6.4 as follows.

Fall tB tA
(6.7)

Trise tD-tC

Note that other delay definitions using 20% and 80% voltage levels have also been used.

6.3. Calculation of Delay Times

The simplest approach for calculating the propagation delay times pHL and TpLH is based
on estimating the average capacitance current during charge down and charge up,
respectively. If the capacitance current during an output transition is approximated by a
constant average current avg' the delay times are found as

TPHL
Cload `AVHL - Cload (VOH -V5O%)

avg, HL avg, HL

LClogd "AVL = Cload (V5 0 % - VOL).AVH _ LH -(6.9)

Iavg, LH avg, LH:

Note that the average current during high-to-low transition can be calculated by using the
current values at the beginning and the end of the transition.

'avg,HL =ic(Vin VOH, V.ut VOH)+iC(Vi. = VOH, t = V50%)]

Similarly, the average capacitance current during low-to-high transition is

avg,LH =[iC(Vi =VOL, Vout 5 0%)+iC(Vi =VOL, VJ =VOL)]

(6.8)

(6.10)

(6.11)

VAI 1

-



While the average-current method is relatively simple and requires minimal calcu-
lation, it neglects the variations of the capacitance current between the beginning and end
points of the transition. Therefore, we do not expect the average-current method to
provide a very accurate estimate of the delay times. Still, this approach can provide rough,
first-order estimates of the charge-up and charge-down delay times.

The propagation delay times can be found more accurately by solving the state
equation of the output node in the time domain. The differential equation associated with
the output node is given below. Note that the capacitance current is also a function of the
output voltage.

Cload dt = Dp iDn
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(6.12)

First, we consider the rising-input case for a CMOS inverter. Initially, the output
Voltage is assumed to be equal to VOH. When the input voltage switches from low (VOL)

to high (VOH), the nMOS transistor is turned on and it starts to discharge the load
0 capacitance. At the same time, the pMOS transistor is switched off; thus,

1
D,p -0 (6.13)

0 The circuit given in Fig. 6.2 can now be reduced to a single nMOS transistor and a
capacitor, as shown in Fig. 6.5. The differential equation describing the discharge event
is then

Cload dV..t = Dn (6. 14)

Note that in other types of inverter circuits, such as the resistive-load inverter or the
depletion-load inverter, the load device continues to conduct a nonzero current when the
input is switched from low to high. However, the load current is usually negligible in
comparison to the driver current. Therefore, (6.14) can be used to calculate the charge-
down time not only in CMOS inverters, but also in almost all common types of inverter
circuits.

t Vout

Vin | Fn
_j-- ~nMOS

iD,n

Cload

Figure 6.5S. Equivalent circuit of the CMOS inverter during high-to-low output transition.
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The, input and output voltage waveforms during this high-to-low transition are
illustrated in Fig. 6.6. When the nMOS transistor starts conducting, it initially operates
in the saturation region. When the output voltage falls below (VDD - VT), the nMOS
transistor starts to conduct in the linear region. These two operating regions are also
shown in Fig. 6.6.

Vin

VOH

VOL

VOH

VOH - VTn

V50 0 /

Vout

t

ITPHL

MOS in saturation

MOS in linear region

t
to ti ti

Figure 6.6. Input and output voltage waveforms during high-to-low transition.

First, consider the nMOS transistor operating in saturation.

i = (vn VT )

=In (VOHVT (6.15)
for VOH-VT, n < Vout < VOH

Since the saturation current is practically independent of the output voltage (neglecting
channel-length modulation), the solution of (6.14) in the time interval between to and tl'
can be found as
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t=tl'

fdt =-Cl~d
t=10

VOUtVOH- - -n

Vou = VOH 'D,n n)

2 Cl..d VOut = VOH -VT,n
k C (VoH' f dV

n H T. n ) v., = VOH
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*Evaluating this simple integral yields

tI -o 
2 Cload VTn

kn (VOH -VT,,,) (6.17)

At t = t', the output voltage will be equal to (VDD - VTn) and the transistor will be at the
saturation-linear region boundary. Next, consider the nMOS transistor operating in the
linear region.

Dn = [2 2(Vin -VT,f) Vow VU ]

=-[2(VOH -VTn)Vout-ut ] for Vut< VOH VT,n
(6.18)

The solution of (6.14) in the time interval between t' and t can be found as

,=,1 Vout V 1 dou
J dt= Cload J K-Dvon

t~tlOUt = VOt=OH-VT, Dn

Vout =V50%

2 C d VOU, = VOH VTn~ lk [2 (VOH -VT, n) Vout Vu]J

Evaluating this integral yields

t-t= 2 Coad 1 ln VO0t
kn 2VOH -VT,,) 2(VOH-VT,.) VOUt

Vou VOH VTn

(6.19)

(6.20)



t t vot=2.s 205
Jdt=- | -dV..t
=0 Vout=3.3 ID MOS Inverters:

Switching
Characteristics

VT,, = 0. 8V 300 fF 2 p]and Interconnect
tsat = satC = 2mA = 120[ps] Effects

The transconductance kn of the nMOS transistor can be found as follows:

2 1 ,,t 2x2 x 10-3 |3

(VOH-V,4 2
-(3.3-0.8)2=.4x0AV

Now, the current equation for the linear operating region is

CdV.C - 2 D =- k [2(VOH -VT,fl)VOUt -V

Integrating this differential equation between the two voltage boundary conditions yields
the time in which the nMOS transistor operates in the linear region during this transition.

t=tdelay Vout=l.6 5 dVfdt =-2C fut
t=tsat Vout- 2

.5 kl[2(VOH - VT,jvou, - Vout]

Vout = L65

tdelay tat C I ln Vut vt=2.5
k. (V; vT (VHH - VT,) - Vout , t

C 1 [n 2(VOH VT,n) V1.6 5 1ln2(VOH VT,n) V2.5"I

kn(VOH VTn)L V1.65 ) L V2.5 Jj
0.3x10- 12 1 Inr _-1.65 - (5-2.5 1

0.640x10-3 (3.3 -10.8) l .65

Thus, the total delay time is found to be

tdelay = 120+133=253[ps]

Note that tdelay corresponds to the propagation delay time TPHL for falling output.
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CHAPTER 6 kf (VOH VTfl) , V50% ) (6.21)

Finally, the propagation delay time for high-to-low output transition (TPHL) can be found
by combining (6.17) and (6.21):

TPHL -k (VO VT,.)VOH)-VT, ( +nL + Jj (6.22a)

For VOH = VDD and VOL= 0, as is the case for the CMOS inverter, (6.22a) becomes:

___________ 2_ VT,,_ +I 4 (VDD -VT,.) 
1, (V/V V,!,[ VDDT Tn,. VDD (6.22b)

Example 6.1.

Consider the CMOS inverter circuit shown in Fig. 6.2, with VDD = 3.3 V. The I-V
characteristics of the nMOS transistor are specified as follows: when VGS = 3.3 V, the
drain current reaches its saturation level sat = 2 mA for VDS 2.5 V. Assume that the input
signal applied to the gate is a step pulse that switches instantaneously from 0 V to 3.3 V.
Using the data above, calculate the delay time necessary for the output to fall from its
initial value of 3.3 V to 1.65 V, assuming an output load capacitance of 300 fF.

For the solution, consider the simplified pull-down circuit shown in Fig. 6.5. We will
assume that the nMOS transistor operates in saturation from t = 0 to t = tl'= t,, and that
it will operate in the linear region from t = tl '= t to t = t2 = tdelay. We can also deduce
from the -Vcharacteristics that VT,,, = 0.8 V, since the nMOS transistor enters saturation
when VDS > VGS - VT,,. The voltage VGS is equal to 3.3 V for t 0.

The current equation for the saturation region can be written as

C "t ID =-at 2 kn (VOH VTndt 2 '

We can calculate the amount of time in which the nMOS transistor operates in saturation
(tsat), by integrating this equation.



206 The average-current method presented earlier in this Section can also be used to estimate
the propagation delay times as well as the rise and fall times of inverter circuits. This

CHAPTER 6 simple approach can in some cases produce fairly accurate first-order results, as
presented in the following example.

Example 6.2.

For the CMOS inverter shown in Fig. 6.2 with a power supply voltage of VDD = 5 V,
determine the fall time parl' which is defined as the time elapsed between the time point
at which V0,t = V90% = 4.5 V and the time point at which VOut = Vl0% = 0.5 V. Use both

the average-current method and the differential equation method for calculating 1faw. The
output load capacitance is 1 pF. The nMOS transistor parameters are given as

Fa C.x = 20 ,uA/V2

(W/L) = 10

VT = 1.0 V

Using a simple expression similar to (6.10), we can determine the average capacitor
current during the charge-down event described above.

Iavg [I(Vin = 5 V, VOt = 4.5 V) + I(Vin = 5 V, V,, =0. 5 V)]

= 2 kn(Vi. - V,n) + 2 kn(2(Vn - VTn)V 4 t )]

11 .20 x 10 10[(5 _ 1)2 +(2(5 - 1) 05 _ 0 52)] = O. 9875 [mAl

The fall time is then found as

fall =C-AV X1 2 (4.5 - .5) = 4.05 x 10 9 [s] = 4.05 [ns]
Iavg - .O9875 x10-3

Now, we will recalculate the fall time using the differential equation approach. The
nMOS transistor operates in the saturation region for 4.0 V < Vout < 4.5 V. Writing the
current equation for the saturation region, we obtain

dV"= 1 2c -2 kn (Vi - VT4n2,where k :YnC
dt 2 Wn



dVt, -20 x 10x6*101*(5 -1)2
dt 21 1x 10-12
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-1.6x109 [V/s]

Integrating this simple expression yields the time during which the nMOS transistor
operates in saturation.

tTat Vout=4

-- 6 109 f dVut
t=O ~~Vou= 4.5
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0.5
tsat 1 l °A 9 =0.3125x10-9 [s]=0.3125 [ns]

The nMOS transistor operates in the linear region for 0.5 V < V < 4.0 V. The current
equation for this operating region is written as follows:

Cdt 2 n[2(Vin - VTn)Vut - VOW2]

Integrating this equation, we obtain the delay component during which the nMOS
transistor operates in the linear region.

t=tdelay Vout =0 dV
fdt = -2C f dVO

t~tsat v0~t=4 k,[2(Vi. - VTn) V0u - Mut2]

rfu- _t=-C ' 1 n ( Vi , VT,n,)> VOS'5 - In V V n) -V4.0 
kn i (Vl %0, )~n (O V4. 0 )

1 X10-12 F (8-045 1
20x10 10*4 [ 5 ) In(L j = 3.385x10-9 [s] = 3.385 [ns]

Thus, the fall time of the CMOS inverter is found as follows:

tfaa = 36975 [ns]

In a CMOS inverter, the charge-up event of the output load capacitance for falling input
transition is completely analogous to the charge-down event for rising input. When the
input voltage switches from high (OH) to low (VOL)' the nMOS transistor is cut off, and

The nMOS transistor operates in the linear region for 0. V < V < 40 V. The current
equation for this operating region is written as follows:

C dVu, 1
k�,[2(Vi,, - V,,,,)V,,ut - Vout

dt 2



208 the load capacitance is being charged up through the pMOS transistor. Following a very

similar derivation procedure, the propagation delay time rpLH can be found as

CHAPTER 6

__ _ __-_Cl _ad _ 2IVT PI +

kp(VOH-VOL-VTI)L VOH - VOL -IVTpI

In2(VOH-VOL-1VTPj) 1
In; ( VOH - V50% (6.23a)

For VOH = VDD and VOL = 0, (6.23a) becomes

Cl _________P iIn4VDD-IVT,Pl) _~
_________-I V +ln In VDD j (6.23b)p ~(VD V P) VDIr

Comparing the delay expression (6.23b) with (6.22b), we can see that the sufficient

conditions for balanced propagation delays, i.e., for TPHL = VPpL in a CMOS inverter are:

VTl =IVTPI and

kn = kP (or WWn = MP / yn)

The calculation of rPLH in different types of inverters depends on the load device and

its operation, yet the analysis procedure is very similar to the CMOS case. We will

consider the nMOS depletion-load inverter case as an example in the following. When

the input voltage switches from high to low, the enhancement-type nMOS driver

transistor is turned off. The output load capacitance is then being charged up through the

depletion-type load transistor. The differential equation describing this event is

Cld d =iD)load(Vout) (6.24)

Note that the load device is initially in saturation, and enters the linear region when the

output voltage rises above (VDD + VTload), where VT load < O'

iDload = 2 lad for VO t VDD |VT,loadl (6.25)

iD, load la [2IVTOadI(VDD-Vout) (VDD Vout)2]
2 I(6.26)

for VJut >VDD AVTLOadj
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Vout=V5O% / dV.,u (6.27)

+ f out
f VOD Vrj0atl iD Ia(linear)

T = Clad 2 (DD HVT, oad VOL)

kn,iod I VTload IVT,loadl|

2 VTload I (VDD V50%)>Il (6.28)+lIn
VDD V50%

All of the delay time derivations in this section were made under the simplifying
assumption that the input signal waveform is a step pulse with zero rise and fall times.
Now, we consider the case where the input voltage waveform is not an ideal (step) pulse
waveform, but has finite rise and fall times, r and r The exact calculation of the output
voltage delay times is more complicated under this more realistic assumption, since both
the nMOS transistor and the pMOS transistor conduct current during the charge-up and
charge-down events. To simplify the estimation of the actual propagation delays, we can
utilize the propagation delay times calculated under the step-input assumption, using the
following empirical expressions:

:~~~~~~~~~~~~~~~~~~

TPHL(actual) =TPHL (step input) +( ) (6.29)

TPLH (actual) =|TPLH2(stepinput)+( 2f) (6.30)

Here, TPHL(step input) and rpLH(step input) denote the propagation delay time values
calculated assuming a step pulse input waveform at the input, i.e., using (6.22b) and
(6.23b). While the expressions given above are purely empirical, they provide a simple
estimation of how much the propagation delays are increasedas a result of non-zero input
rise and fall times.
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CHAPTER 6 Example 6.3.

A company in Urbana, IL called Prairie Technology has access to a CMOS fabrication
process with the device parameters listed below.

Yu C0X = 120 gA/V2

/ip Cox = 60 gA/V2
L = 0.6 gum for both nMOS and pMOS devices
V=O = 0.8 V

=-1.0 V
Wmin =1.2 m

Design a CMOS inverter by determining the channel widths W, and Wp of the nMOS and

pMOS transistors, to meet the following performance specifications.

* Vth = 1.5 V for VDD = 3 V,

* Propagation delay times 4 *pHL < 0.2 ns and T'PLH< 0.15 ns,
* A falling delay of 0.35 ns for an output transition from 2 V to 0.5 V,

assuming a combined output load capacitance of 300fF and ideal step input.

We start our design by satisfying the time delay constraints. First, the minimum (WIL)

ratios of the nMOS and pMOS transistors which are dictated by the propagation delay

constraints can be found using (6.33) and (6.34), as follows.

W n -Cload F 2 VTfl +l((DD VTn) _1 I

t Ln )TPHL nlCOX(VDD VTn) VDD-VT,n t VDD

300x10-"5 820.8 1 4(3-0.8) 1)]=79
=~~~~~~~~~.' +n _11=.

0.2x10 9 .120x104 6(3-0.8) 3-0.8 3

(P )Cload 2IVT PI +l 4(VDD -IVTPI)

P rTPLH/spC0x(VDD 1VTpI) VDD 4VTP l VDD

300 X 10-1' - 2.1 + Ink 4(3-1) _ 1)1=25 2
0.15 x10 9 .60x 106 (3-1)F3-1 431 )

. ~ ~ ~ ~ ~ 001 1 2 ~ 1 2.2

During the falling output transition (from 2 V to 0.5 V) described above, the nMOS

transistor of the CMOS inverter will operate entirely in the linear region. The current
equation of the nMOS transistor in this region is



CadV /.1 W 21____d d° -2 1 ..x L 2(VOH VTO,fl)VOUt ¾OUt]dt 2 L.

By integrating this expression, we obtain the following relationship.

VOut=0.5 dV
tdelay = 0. 35xO 9 = 2 Cload J TTu

Vo ,=2 n Cox L[2(VOH - VTO,f)VOU- Vot]
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tdelay - Cload 1 In vot5
nCO - (VOH - VTOn) L2(VOH - VTO,n) -Vout 2

L.

t = Cload 1 In ( °.5 - In( 2
n Cox( Ln) (3 -0.8) L 2(3-0.)-0.5 2(3- 08)-2

0.35x10-9 -300X10-5 [-2.054+0.182]

12Ox1O4 Wn 2.2 [204012
(Ln)

Now we solve this equation for the nMOS transistor (WIL) ratio:

CWJn 6.1
Wn )=6 

Notice that this ratio is smaller than the (W/L)-ratio found from the propagation delay
constraint. Thus, we take the larger ratio which will satify both timing constraints, and
determine the size of the nMOS transistor as Wn = 4.7 gum, for the given L, = 0.6 gm. Next,
the logic threshold constraint of Vth = 1.5 V will help determine the pMOS transistor
dimensions. Using (5.87) for the logic threshold voltage of the CMOS inverter,

VTOfl I -vD T

Vth = FIR, - =1.5

1+1
kR

we find that the ratio kR which satisfies this design constraint is equal to 0.51. This value
can now be used to calculate the (W/L)-ratio of the pMOS transistor, as follows.



216 Thus, the total capacitive load of the inverter can now be expressed as

CHAPTER 6 Clomd ao + an Wn + ap W (6.39)

where

ao =2Ddin (Csw,n Keq,n +Cjsw,p Keq,p)+ Cr +Cg (6.40)

an = Keqn(CjOn Ddrain +2Cjsw,n) (641)

ap = Keqp (Cjo,p Ddrain + 2Cjs.,) (6.42)

Using (6.39), the propagation delay expressions (6.22b) and (6.23b) for falling and rising
output transitions are rewritten as

TH=( ao +an Wn +ap WP~ Ln A

TPHL =t W. I tJ n Cx (VDD VT,n)J

2VT n + (VDD VT n) _ij1 (6.43)
LVDD -VT, n t VDD

( P )Xt Up CX(VDD |T1|)
X D 21VT,Pl +ln 4(VDD -VT, p ) (6.44)

LVDD - VTPI p VDD J

Note that the channel lengths Ln and LP are usually fixed and equal to each other. Also,
the ratio between the channel widths Wn and Wp is usualy dictated by other design
constraints such as noise margins and the logic inversion threshold. Let this transistor
aspect ratio be defined as

R (aspect ratio)- W. (6.45)

Now, the propagation delay TpHL for the falling output transition can be expressed as a
function of the single design parameter W., and pLH can be expressed as a function of the
single design parameter Wp.



(6.46a)

(6.46b)
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where F,, and rp are defined as

; =- L Ln
n Yn o (VDD T, n) )

rp = LP
CA'P C, (V. -IVT, P )

[ 2VT,, +In( Nfl
[ VDD VT,. VDD I

-IxF | 2TP| in4 (VDD JVTP) 1I
)) L VDD- VT Pl VDD

Given target delay values TrPHL and T4 PLH' the minimum channel widths of the nMOS
transistor and the pMOS transistor which satisfy these delay constraints can be calculated
from (6.46a) and (6.46b), by solving for W, and W , respectively.

The important conclusion to be drawn from (6.46a) and (6.46b) is that there exists
an inherent limitation to switching speed in CMOS inverters, due to drain parasitic
capacitances. It can be seen that increasing W, and W to reduce the propagation delay
times will have a diminishing influence upon delay beyond certain values, and the delay
values will asymptotically approach a limit value for large Wn and W .From (6.46a) and
(6.46b), the limit-delay values can be found as

TPHL = +Ra)

TpLHimit = n +

(6.48a)

(6.48b)

The propagation delay times of a CMOS inverter cannot be reduced'beyond these limit
values, which are dictated by technology-related parameters such as doping densities,
minimum channel length and minimum layout design rules (e.g., Ddrain). Also, note that
the propagation delay limit is independent of the extrinsic capacitance components, Ci,.
and Cg. How fast this asymptotic limit is approached in a specific case depends on the
ratio of intrinsic and extrinsic capacitance components of Cload. If the extrinsic compo-
nents dominate the total load capacitance, then delay reduction can be achieved for wider
range of Wn and We. If, on the other hand, the intrinsic capacitance component is
dominant, then the speed limit is reached for smaller values of Wn and Wp.

TPHL = (n W.

'rPLH = I
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(6.47a)

(6.47b)
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CHAPTER 6 Example 6.4.

To illustrate some of the fundamental issues discussed in this section, we consider the
design of a CMOS inverter using the 0.8 gim technology parameters given in Chapter 4.
The power supply voltage is VDD = 3.3 V; the extrinsic capacitance component of the load
(which consists of interconnect capacitance and next-stage fan-in capacitance) is 100 IF.
The channel lengths of nMOS and pMOS transistors are L = p = 0.8 jim. The transistor
aspect ratio is chosen as R = (Wp/Wn) = 2.75.

In this example, a number of CMOS inverter circuits with various transistor widths
were designed to drive the same extrinsic capacitance. The actual mask layout of each
inverter was drawn, the parasitic capacitances were calculated from the layout (parasitic
extraction), and the extracted circuit file was simulated using SPICE in order to determine
the transient response and the propagation delay of each inverter. The simulated output
voltage waveforms obtained for five different inverter designs are shown below.

4.0

3.0

2 2.0
a)
0)

> 1.0

0.0

0 2.0 4.0 6.0 8.0

Time (ns)

As expected, the inverter circuit with the smallest transistor dimensions (Wn = 2 gm,
W = 5.5 gm) has the largest propagation delay. The delay is reduced by increasing the
channel widths of both the nMOS and the pMOS devices. Initially, the amount of delay
reduction can be quite significant; for example, the propagation delay TpHL is reduced by
about 50% when the transistor widths are increased to W = 3.2 gim and W = 8.8 gim. Yet
the rate of delay reduction gradually diminishes when the transistor widths are further
increased, and the delays approach limit values which are described by (6.48). For
example, the effect of a 100% width increase from Wn = 10 jim to Wn = 20 m is almost
negligible, due to the increased drain parasitic capacitances of both transistors, as 
explained in the previous discussion.

In the following figure, the falling-output propagation delay TpHL (obtained from
SPICE simulation) is plotted as a function of the nMOS channel width. The delay

N



asymptotically approaches a limit value of about 0.2 ns, which is mainly determined by
technology-specific parameters, independent of the extrinsic capacitance component.
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nMOS Channel Width W (m)

In addition to the fact that the influence of device sizing upon propagation delay is
inherently limited by the parasitic capacitances, the overall silicon area occupied by the
circuit should also be considered. In fact, the increase in silicon area can be viewed as a
design trade-off for delay reduction, since the circuit speed improvements are typically
obtained at the expense of increased transistor dimensions. In our example, the circuit
area is proportional to Wn and W , since the other transistor dimensions are simply kept
constant while the channel widths are increased to reduce the delay. Based on the
simulation results given above, it can be argued that increasing W, beyond about 4-5 gm
will result in a waste of valuable silicon area, since the obtainable delay reduction is very
small beyond that point.
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220 A practical measure used for quantifying design quality is the (Area X Delay)
product, which takes into account the silicon-area cost of transistor sizing for delay

CHAPTER 6 reduction. While the propagation delay asymptotically approaches a limit value for
increasing channel widths, the (Area x Delay) product exhibits a clear minimum around
Wn= 4 gm, indicating the optimum choice both in terms of speed and overall silicon area.

Note that the analytical discussions of CMOS inverter design issues presented in this
Section were mainly based on the conventional (long-channel) current-voltage model of
MOS transistors. In small-geometry (submicron) transistors, other effects such as carrier
velocity saturation should be included in the analysis of the switching speed.

Nevertheless, the intrinsic delay of state-of-the-art submicron inverters can typically
be on the order of a few tens of picoseconds, still allowing very high switching speeds (at
least theoretically). In fact, the speed limitations of modern submicron logic circuits
mainly stem from the constraints imposed by interconnect parasitics, rather than the
intrinsic delays of individual gates. This issue will be examined in the following sections.

CMOS Ring Oscillator Circuit

The following circuit example illustrates some of the basic notions associated with the
switching characteristics of inverters, which were introduced in the preceding sections.
At the same time, this example will provide us with a simple demonstration of astable
behavior in digital circuits.

Consider the cascade connection of three identical CMOS inverters, as shown in Fig.
6.9, where the output node of the third inverter is connected to the input node of the first
inverter. As such, the three inverters form a voltage feedback loop. It can be found by
simple inspection that this circuit does not have a stable operating point. The only DC
operating point, at which the input and output voltages of all inverters are equal to the
logic threshold Vth, is inherently unstable in the sense that any disturbance in node
voltages would make the circuit drift away from the DC operating point. In fact, a closed-
loop cascade connection of any odd number of inverters will display astable behavior,

Figure 6.9. Three-stage ring oscillator circuit consisting of identical inverters.



i.e., such a circuit will oscillate once any of the inverter input or output voltages deviate
from the unstable operating point, Vth. Therefore, the circuit is called a ring oscillator. A
detailed analysis of closed-loop cascade circuits consisting of identical inverters will be
presented in Chapter 8. Here, a qualitative understanding of the circuit behavior will be
sought.

Figure 6.10 shows the typical output voltage waveforms of the three inverters during
oscillation. As the output voltage V1 of the first inverter stage rises from VOL to VOH, it
triggers the second inverter output V2 to fall, from VOH to VOL. Note that the difference
between the V50%-crossing times of V and V2 is the signal propagation delay rpHL2, of the
second inverter. As the output voltage V2 of the second inverter falls, it triggers the output
voltage V3 of the third inverter to rise from VOL to VOH. Again, the difference between the
V50%-crossing times of V2 and V3 is the signal propagation delay TPLH3, of the third
inverter. It can be seen from Fig. 6.10 that each inverter triggers the next inverter in the
cascade connection, and the last inverter again triggers the first, thus sustaining the
oscillation.

V

V
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Figure 6.10. Typical voltage waveforms of the three inverters shown in Fig. 6.9.

In' this three-stage circuit, the oscillation period T of any of the inverter output
voltages can be expressed as the sum of six propagation delay times (Fig. 6.10). Since the
three inverters in the closed-loop cascade connection are assumed to be identical, and
since the output load capacitances are equal to each other (Cloadl = Cload2 = CLoad3), we can
also express the oscillation period T in terms of the average propagation delay rp, as
follows:

T = TPHLI + TPLHI + TPHL2 + TPLH2 + TPHL3 + TPLH3

=2rp +2rp +2p

=3.2 Tp =6p
(6.49)

I



222 Generalizing this relationship for an arbitrary odd number (n) of cascade-connected
inverters, we obtain
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1 1
T 2.n*rp (6.50)

Thus, the oscillation frequency (I) is found to be a very simple function of the average
propagation delay of an inverter stage. This relationship can also be utilized to measure
the average propagation delay of a typical inverter with minimum capacitive loading,
simply by fabricating a ring oscillator circuit consisting of n identical inverters, and by
accurately determining its oscillation frequency. From (6.50) we obtain

T = 2(6.51)

Typically, the number n is made much larger than just 3 or 5, in order to keep the
oscillation frequency of the circuit within an easily measurable range. The ring oscillator
frequency measurements are routinely utilized to characterize a particular design and/or
a new fabrication process. Also, the ring oscillator circuit can be used as a very simple
pulse generator, where the output waveform is utilized as a simple master clock signal
generated on-chip. However, for higher accuracy and stability of the oscillation fre-
quency, an off-chip crystal oscillator is usually preferred.

6.5. Estimation of Interconnect Parasitics

The classical approach for determining the switching speed of a logic gate is based on the
assumption that the loads are mainly capacitive and lumped. In the previous sections, we
have examined the relatively simple delay models for inverters with purely capacitive
load at the output node, which can be used to estimate the transient behavior of the circuit
once the load is determined. The conventional delay estimation approaches seek to
classify three main components of the output load, all of which are assumed to be purely
capacitive, as: (i) internal parasitic capacitances of the transistors, (ii) interconnect (line)
capacitances, and (iii) input capacitances of the fan-out gates. Of these three components,
the load conditions imposed by the interconnection lines present serious problems,
especially in submicron circuits.

Figure 6.11 shows a simple situation where an inverter is driving three other
inverters, linked by interconnection lines of different length and geometry. If the load
from each interconnection line can be approximated by a lumped capacitance, then the
total load seen by the primary inverter is simply the sum of all capacitive components
described above. In most cases, however, the load conditions imposed by the intercon-
nection line are far from being simple. The line, itself a three-dimensional structure in
metal and/or polysilicon, usually has a non-negligible resistance in addition to its
capacitance. The (length/width) ratio of the wire usually dictates that the parameters are
distributed, making the interconnect a true transmission line. Also, an interconnect is



rarely isolated from other influences. In realistic conditions, the interconnection line is
in very close proximity to a number of other lines, either onthe same level or on different
levels. The capacitive/inductive coupling and the signal interference between neighbor-
ing lines should also be taken into consideration for an accurate estimation of delay.

lumped
interconnect
capacitance

I
T
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,Figure 6.11. An inverter driving three other inverter~s over interconnection lines.

In general, if the time of flight across the interconnection line (as determined by the
speed of light) is much shorter than the signal rise/fall times, then the wire can be modeled
as a capacitive load, or as a lumped or distributed RC network. If the interconnection lines
are sufficiently long and the rise times of the signal waveforms are comparable to the time
of flight across the line, then the inductance also becomes important, and the intercon-

; nection lines must be modeled as transmission lines. The following is a simple rule of
thumb which can be used to determine when to use transmission-line models.

Tris~e ( a ) < 2 5 ( )

2.5xI eTal<2.5~( 7f,)5XI

. Tv) < fafl)>5X)j)

Trise (fall ) > SX (V)

=* {transmission - line modeling}

either transmission - linel{or lumped modeling J

= {lumped modeling}

Here, I is the interconnect line length, and v is the propagation speed. Note that
transmission line analysis always gives the correct result irrespective of the rise/fall time
and the interconnect length; yet the same result. can be obtained with the same accuracy
using lumped approximation when rise/fall times are sufficiently large. For example, the

(6.52)

___
Interconnect 2
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longest wire on a VLSI chip may be about 2 cm. The time of flight of a signal across this
wire, assuming r 4, is approximately 133 ps, which is shorter than typical on-chip
signal rise/fall times. Thus,eitherlcapacitive orRC model is adequate for the wire. On the
other hand, the time of flight across a 10 cm multichip module (MCM) interconnect in
an alumina substrate.is approximately 1 ns, which is of the same order of magnitude as
the rise times of signals generated by some drivers. In this case, the interconnection lines
should be modeled by taking into consideration the RLCG (resistance, inductance,
capacitance, and conductance) parasitics as shown in Fig. 6.12. Note that the signal
integrity can be significantly degraded especially when the output impedance of the
driver is significantly lower.than the characteristic impedance of the transmission line.

.5

(b)

0

co

-

Trlse

time

time

Figure 6.12. (a) An RLCG interconnection tree. (b) Typical signal waveforms at the nodes A
and B, showing the signal delay and the various delay components.
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The transmission-line effects have not been a serious concern in CMOS VLSI chips
until recently, since the gate delays due to capacitive load components dominated the line
delay in most cases. But as the fabrication technologies move to finer submicron design
rules, the intrinsic gate delays tend to decrease significantly. By contrast, the overall chip
size and the worst-case line length on a chip tend to increasemainly due to increasing chip
complexity, thus, the importance of interconnect delay increases in submicron technolo-
gies. In addition, as the widths of metal lines shrink, the transmission line effects and
signal coupling between neighboring lines become even more pronounced.

This fact is illustrated in Fig. 6.13, where typical intrinsic gate delay and interconnect
delay are plotted qualitatively, for different technologies. It can be seen that for sub-
micron technologies, the interconnect delay starts to dominate the gate delay. In order to
deal with the implications and to optimize a system for speed, chip designers must have
reliable and efficient means for (i) estimating the interconnect parasitics in a large chip,
and (ii) simulating the transient effects.
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Figure 6.13. Interconnect delay dominates gate delay in submicron CMOS technologies.

Having witnessed that the interconnection delay becomes a dominant factor in sub-
micron VLSI chips, we need to know which interconnections in a large chip may cause
serious problems in terms of delay. The hierarchical structure of most VLSI designs
offers some insight on this question. In a chip consisting of several functional modules,
each module contains a relatively large number of local connections between its
functional blocks, logic gates, and transistors. Since these intra-module connections are
usually made over short distances, their influence on speed can be simulated easily with
conventional models. Yet there are also a fair amount of longer connections between the
modules on a chip, the so-called inter-module connections. It is usually these inter-
module connections which should be scrutinized in the early design phases for possible
timing problems. Figure 6.14 shows the typical statistical distribution of wire lengths on
a chip, normalized for the chip diagonal length. The distribution plot clearly exhibits two
distinct peaks, one for the relatively shorter intra-module connections, and the other for



the longer inter-module connections. Also note that a small number of interconnections

may be very long, typically longer than the chip diagonal length. These lines are usually

required for global signal bus connections, and for clock distribution networks. Although

their numbers are relatively small, these long interconnections are usually the most

problematic ones. '

IP

0.10

0.05

intra-module
connections

7 /

Modules

inter-module
connections

Wire Length / Chip

0.2 0.4 0.6 0.8 Diagonal Lengin

Figure 6.14. Statistical distribution of interconnection length on a typical chip.

Interconnect Capacitance Estimation

In a large-scale integrated circuit, the parasitic interconnect capacitances are among the

most difficult parameters to estimate accurately. Each interconnection line (wire) is a

three-dimensional structure in metal and/or polysilicon, with significant variations of

shape, thickness, and vertical distance from the ground plane (substrate). Also, each

interconnect line is typically surrounded by a number of other lines, either on the same

level or on different levels. Figure 6.15 shows a simplified view of six interconnections

LEVEL 3

LEVEL 2

LEVEL 1

Figure 6.15. An example of six interconnect lines running on three different levels.
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on three different levels, running in close proximity of each other. The accurate
estimation of the parasitic capacitances of these wires with respect to the ground plane,

*as-well as with respect to each other, is a complicated task.
First, consider the section of a single interconnect which is shown in Fig. 6.16. It is

assumed that this wire segment has a length of (1) in the current direction, a width of (w)
and a thickness of (t). Moreover, we assume that the interconnect segment runs parallel
to the chip surface and is separated from the ground plane by a dielectric (oxide) layer of
height (h). Now, the correct estimation of the parasitic capacitance with respect to ground
is an important issue. Using the basic geometry given in Fig. 6.16, one can calculate the
parallel-plate capacitance Cpp of the interconnect segment. However, in interconnect
lines where the wire thickness (t) is comparable in magnitude to the ground-plane
distance (h),fringing electric fields significantly increase the total parasitic capacitance
(Fig. 6.17).
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Figure 6.16. Interconnect segment running parallel to the surface, which is used for parasitic
resistance and capacitance estimations.

Fringing fields

' L 7LLLIL m

(parallel-plate capacitance)

Figure 6.17. Influence of fringing electric fields upon the parasitic wire capacitance.



Figure 6.18 shows the variation of the fringing-field factor FF = Ctota'ICpp, as a
function of (t/h), (w/h) and (wil). It can be seen that the influence of fringing fields
increases with the decreasing (w/h) ratio, and that the fringing-field capacitance can be
as much as 10-20 times larger than the parallel-plate capacitance. It was mentioned earlier
that the submicron fabrication technologies allow the width of the metal lines to be
decreased rather significantly, but the thickness of the line must be preserved in order to
ensure structural integrity. This situation, which involves narrow metal lines with a
considerable vertical thickness, makes these interconnection lines especially vulnerable
to fringing field effects.

1000

100

U

, .

10

0- 0.2 0.4 0.6

w/I

0.8 . 1.0

Figure 6.18. Variation of the fringing-field factor with the interconnect geometry.

A set of simple formulas developed by Yuan and Trick in the early 1980's can be used
to estimate the capacitance of the interconnect structures in which fringing fields
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i complicate the parasitic capacitance calculation. The following two cases are considered
for two different ranges of width line width (w).

C= ( 2)
h

+

In+2 + TLo ( s +2
In r 1 k t 3 ( t ) for w 

2 (6.53)
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C=E + 2 +1.47

h I(+2h + 2h (2 2 
for w< -

2 (6.54)

These formulas permit the accurate approximation of the parasitic capacitance values to
within 10% error, even for very small values of (t/h). Figure 6.19 shows a different view
of the line capacitance as a function of (w/h) and (t/h). The linear dash-dotted line in this
plot represents the corresponding parallel-plate capacitance, and the other two curves
represent the actual capacitance, taking into account the fringing-field effects. We see
that the actual wire capacitance decreases as its width is reduced with respect to its
thickness; yet the capacitance levels off at approximately 1 pF/cm, when the wire width
is approximately equal to insulator thickness.

i
0U-

z4

.

4

U

W/H

Figure 6.19. Capacitance of a single interconnect, as a function of (wlh) and (tlh).
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Now consider the more realistic case where the interconnection line is not completely
isolated from the surrounding structures, but is coupled with other lines running in
parallel. In this case, the total parasitic capacitance of the line is not only increased by the
fringing-field effects, but also by the capacitive coupling between the lines. The
capacitance components associated with parallel interconnection lines (in two different
configurations) are depicted in Fig. 6.20. Note that the capacitive coupling between
neighboring lines is increased when the thickness of the wire is comparable to its width.
This coupling between the interconnect lines is mainly responsible for signal crosstalk,
where transitions in one line can cause noise in the other lines. Figure 6.21 shows the
capacitance of a line which is coupled with two other lines on both sides (at the same
level); separated by the minimum design rule. Especially if both of the neighboring lines
are biased at ground potential, the total parasitic capacitance of the interconnect running
in the middle (with respect to the ground plane) can be more than 20 times as large as the
simple parallel-plate capacitance.

Lateral (inter-wire)
Fringing-field capacitance
capacitance

I /i-H 7 I
T7 1;_T T T ... :. T T

Parallel-plate capacitance

(a)

Overlap and
- .A A {;AI

Parallel-plate capacitance

(b)

Figure 6.20. Capacitive coupling components, (a) between two parallel lines running on the
same level, and (b) between three parallel lines running on two different levels.
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Figure 6.21. Capacitance of an interconnect line which is coupled with two other parallel lines
on both sides, as a function of the minimum distance between the lines. CTOTAL indicates the
combined capacitance of the line, while CGROUND and Cx indicate the capacitance to the ground
plane and the lateral (inter-line) capacitance, respectively. The pure parallel plate capacitance is
also shown as a reference.

Figure 6.22 shows the cross-section view of a double-metal CMOS structure, where
the individual parasitic capacitances between the layers are also indicated. The cross-
section does not show a MOSFET, but just a portion of a diffusion region over which
some metal lines may pass. The inter-layer capacitances between Metal-2 and Metal-i,
Metal-I and Polysilicon, and Metal-2 and Polysilicon are labeled as Cm2mi Cip and
C.2 , respectively. The other parasitic capacitance components are defined with respect
to tIe substrate. If the metal line passes over an active region, the oxide thickness
underneath is smaller (because of the active area window), and consequently, the
capacitance is larger. These special cases are labeled as Ca and Cm2a. Otherwise, the
thick field oxide layer results in a smaller capacitance value.

The vertical thickness values of the different layers in a typical 0.8-micron CMOS
technology are given in Table 6.1, to serve as an example. Notice that especially for the
Metal-2 layer, the minimum (wit) ratio can be as low as 1.6, which would lead to a
significant increase of the fringing field capacitance components. Also, the (t/h) ratio for
the Metal- layer is approximately equal to 1. Table 6.2 contains the capacitance values
between the various layers shown in Fig. 6.22, for the same 0.8-micron CMOS process.
The perimeter values are to be used to calculate the fringing field capacitances.
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Figure 6.22. Cross-sectional view of a double-metal CMOS structure, showing capacitances 
between various layers.

Field oxide thickness

Gate oxide thickness

Polysilicon thickness

Poly - metal oxide thickness

Metal-1 thickness
Via oxide thickness
Metal - 2 thickness
n + junction depth

p + junction depth
n - well junction depth

0.52
16.0
0.35
0.65
0.60
1.00
1.00
0i40

p1m
nm

um
pum

pm
pm
pgm
pAn

(= 0.016 gm)

(minimum width 0.8 gum)

(minimum width 1.4 gum)

(minimum width 1.4 gum)

0.40 pm

3.50 pgm

Table 6.1. Thickness values of different layers in a typical 0.8 micron CMOS process.

For the estimation of interconnect capacitances in a complicated three-dimensional
structure, the exact geometry must be taken into account for every portion of the wire. Yet
this requires an excessive amount of computation in a large circuit, even if simple
formulas are applied for the calculation of capacitances. Usually, chip manufacturers
supply the area capacitance (parallel-plate capacitance) and the perimeter capacitance
(fringing-field capacitance) figures for each layer, which are backed up by measurement
of capacitance test structures. These figures can be used to extract the parasitic capaci-

i

- - -

g - - g



tances from the mask layout. It is often prudent to include test structures on chip that
enable the designer to independently calibrate a process to a set of design tools. In some
cases where the entire chip performance is influenced by the parasitic capacitance or
coupling of a specific line, accurate 3-D simulation of interconnect parasitic effects is the
only reliable solution.

2
Poly over field oxide Cpf Area 0.066 f / pm 2

Perimeter 0.046 fl / pAm

Metal -1 over field oxide Cmlf Area 0.030 if / pm 2

Perimeter 0.044 fI Am

Metal-2 over field oxide Cm2f Area 0.016 fF/ pm 2

Perimeter 0.042 fF / Am

Metal -l over Poly Cmip Area 0.053 if / m2

Perimeter 0.051 f / pam

Metal-2 overPoly Cm2p Area 0.021 fF/pgm2

Perimeter 0.045 fF / pgm
Metal - 2 over Metal - I Cm2ml Area 0.035 f / m2

Perimeter 0.051 f / pAm
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Table 6.2. Parasitic capacitance values between various layers, for atypical double-metal 0.8
micron CMOS technology.

Interconnect Resistance Estimation

The parasitic resistance of a metal or polysilicon line can also have a significant influence
on the signal propagation delay over that line. The resistance of a line depends on the type
of material used (e.g., polysilicon, aluminum, or gold), the dimensions of the line and
finally, the number and locations of the contacts on that line. Consider again the
interconnection line shown in Fig. 6.16. The total resistance in the indicated current
direction can be found as

Rwire W sheet w
w-t (W

(6.55)

where (p) represents the characteristic resistivity of the interconnect material, and Rsheet

represents the sheet resistivity of the line, in (/square).

Rs =t(5I R~~~~sheet (6.56)
t



For a typical polysilicon layer, the sheet resistivity is between 20-40 Q/square, whereas
the sheet resistivity of silicided polysilicon (polycide) is about 2-4 Q/square. The sheet
resistance of aluminum is usually much smaller, approximately 0.1 W/square. Typical
metal-poly and metal-diffusion contact resistance values are between 20-30 ohms, while
typical via resistance is about 0.3 ohms.

Using (6.55), we can estimate the total parasitic resistance of a wire segment based
on its geometry. In most short-distance aluminum and polycide interconnects, the amount
of parasitic wire resistance is usually negligible. On the other hand, the effects of the
parasitic resistance must be taken into account for longer wire segments. As a first-order
approximation in simulations, the total lumped resistance may be assumed to be
connected in series with the total lumped capacitance of the wire. Yet in most cases, more
accurate approaches are needed to estimate the interconnect delay, as we will examine in
detail next.

6.6. Calculation of Interconnect Delay

RC Delay Models

As we have already discussed in the previous Section, an interconnect line can be
modeled as a lumped RC network if the time of flight across the interconnection line is
significantly shorter than the signal rise/fall times. This is usually the case in most on-chip
interconnects, thus, we will mainly concentrate on the calculation of delay in RC
networks, in the following.

The simplest model which can be used to represent the resistive and capacitive
parasitics of the interconnect line consists of one lumped resistance and one lumped
capacitance (Fig. 6.23(a)). Assuming that the capacitance is discharged initially, and
assuming that the input signal is a rising step pulse at time t = 0, the output voltage
waveform of this simple RC circuit is found as

VO0. () = VDD 1- e RC

The rising output voltage reaches the 50%-point at t = TPLH, thus, we have

V50% = VDD 1-e RC

and the propagation delay for the simple lumped RC network is found as

TPLH 0. 69 RC

(6.57)

(6.58)

(6.59)

Unfortunately, this simple lumped RC network model provides a very rough approxima-
tion of the actual transient behavior of the interconnect line. The accuracy of the simple
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lumped RC model can be significantly improved by dividing the total line resistance into
two equal parts (the T-model), as shown in Fig. 6.23b.

R/2 R/2
Vin V vout

OWC
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(b)

Figure 6.23. (a) Simple lumped RC model of an interconnect line, where R and C represent the
total line resistance and capacitance, respectively. (b) The T-model of the same line.

The transient behavior of an interconnect line can be more accurately represented using
the RC ladder network, shown in Fig. 6.24. Here, each RC-segment consists of a series
resistance (R/N), and a capacitance (C/N) connected between the node and the ground.
It can be expected that the accuracy of this model increases with increasing N, where the
transient behavior approaches that of a distributedRC line for very large values of N. Yet
the delay analysis of such RC networks of higher complexity requires either full-scale
SPICE simulation, or other delay calculation methods such as the Elmore delay formula.

Total of N segments

R/N R/N R/N R/N
Vin I _T. .... VOut

IC/N C/N IC/N C/N

- - - I ~ ~~~~~~~ -- - - -I

Figure 6.24. Distributed RC ladder network model consisting-of N equal segments.

The Elmore Delay

Consider a general RC tree network, as shown in Fig. 6.25. Note that (i) there are no
resistor loops in this circuit, (ii) all of the capacitors in an RC tree are connected between
a node and the ground, and (iii) there is one input node in the circuit. Also notice that there
is a unique resistive path, from the input node to any other node in the circuit.

Inspecting the general topology of this RC tree network, we can make the following
path definitions:

* Let Pi denote the unique path from the input node to node i, i = 1, 2, 3, ..., N.
* Let P = P .r P denote the portion of the path between the input and the node

i, which is common to the path between the input and node j.

R
Vin AVout

.IC
(a)



R3 A

Vin

Figure 6.25. A general RC tree network consisting of several branches.

Assuming that the input signal is a step pulse at time t = 0, the Elmore delay at node i of
this RC tree is given by the following expression.

N

TDi = C Rk
j=1 forall

Calculation of the Elmore delay is equivalent to deriving the first-order time constant
(first moment of the impulse response) of this circuit. Note that although this delay is still
an approximation for the actual signal propagation delay from the input node to node i,
it provides a fairly simple and accurate means of predicting the behavior of the RC line.
The procedure to calculate the delay at any node in the circuit is very straightforward. For
example, the Elmore delay at node 7 can be found according to (6.60) as

TD7 = R C + R C2 + R1 C3 + R C4 + R C5 + (R + R) C6

+(RI +i6 +R7 )c 7 +(RI +R6 +R7 )C8

Similarly, the Elmore delay at node 5 can be calculated as

T
jD7 RI C1 +(Ri +R2 )C2 +(RI +R2 )C3 +(R1 +R2 +R4)C4

+(R 1+R2 +R4 + R)C 5 + RC 6 + RC 7 + RC 8

(6.61)

(6.62)
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As a special case of the general RC tree network, consider now the simple RC ladder 237
network shown in Fig. 6.26. Here, the entire network consists of one single branch, and
the Elmore delay from the input to the output (node N) is found according to (6.60) as MOS Inverters:

Switching
N Characteristics

TDN = E C, X Rk (6.63) and Interconnect
j1 k=1 Effects

'R R2 R3 RN

Vin ' vout

E I1 C2 C3 CN

igure 6.26. Simple RC ladder network consisting of one branch.

If we further assume a uniform RC ladder network, consisting of identical elements
(R/N) and (C/N) as shown in Fig. 6.24, then the Elmore delay from the input to the output
node becomes

N C

TrDN.- N N~

)(C R)(N (N+l)jRcN+l) (6.64)

rE' tN~k N.JN 2 ) 2N)

For very large N (distributed RC line behavior), this delay expression reduces to

R C
<TDN= for N-°o (6.65)

Thus, we see that the propagation delay of a distributed RC line is considerably smaller
than that of a lumped RC network shown in (6.59).

If the length of the interconnection line is sufficiently large and the rise/fall times of
the signal waveforms are comparable to the time of flight across the line, then the
interconnect line must be modeled as a transmission line, according to (6.52). While
simple closed form solutions of transmission line equations are not available, a number
of circuit simulators such as SPICE support lossless transmission line models which can
*be used to estimate the time-domain behavior of the interconnect line. Alternatively, we

can use approximate solutions for the time-domain behavior of the trasnmission line,
which are based on simplifying assumptions.
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In this example, we will examine the signal propagation delay across a long polysilicon
interconnect line, and we will compare various simulation models that can be used to
represent the transient behavior of the interconnect. First, consider a uniform polysilicon
line with a length of 1000 gm and a width of 4 gm. Assuming a sheet resistance value of
30 f/square, the total lumped resistance of the line can be found using (6.55), as

Riumped = Rsheet X (# of squares)

( 4Hm 7 -30(1Q/square)x 45

To calculate the total capacitance associated with this interconnect line, we have to
consider both the parallel-plate capacitance component and the fringing-field compo-
nent. Using the unit capacitance values given in Table 6.2, we obtain

Cparallel-plate = (unit area capacitance) x (area)

= . 066 fF/,um2 x (1000 gm x 4um) = 264 F

Cfringe = (unit length capacitance) x (perimeter)

=0.046fF/ umx(1000,um+1000um+4,um+4m)=92fF

Clumped total = Cparallel- plate + Cfringe = 356 fF

The simplest model which can be used to represent the resistive and capacitive
parasitics of the interconnect line is the lumped RC network model shown in Fig. 6.23(a).
Assuming a step input pulse, the propagation delay time of the lumped RC network can
be found using (6.59), as rpLH = rpHL = 1.9 ns. To improve the accuracy of our delay
estimations, we will also use the T-model shown in Fig. 6.23(b), which is obtained by
dividing the total lumped resistance into two equal parts. Notice that the single capaci-
tance component of the T-model is equal to the total lumped capacitance value found
above. Finally, we will consider using a distributed RC ladder network, consisting of 10
segments, to represent the interconnect line for higher accuracy. In this case, each
segment of the RC network (Fig. 6.24) will have a resistance component of 750 Q and
a capacitance component of 35.6 fF. The simulated output voltage waveforms (obtained
by using the lumped RC network model and the distributed RC ladder network model in
SPICE simulations) are shown below.
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Notice that there is a significant difference between the transient response charac-
teristics of the simplistic lumped RC model and the more realistic distributed RC ladder
network model. The lumped RC representation of the interconnect line causes an
overestimation of the propagation delay time.

The simulated output voltage waveforms (on the rising edge of the signal) are shown
in greater detail below. It can be seen that the propagation delay of the lumped RC
network is about 1.9 ns, while the propagation delay of the 10-segment RC ladder
network is about 1.1 ns. Also notice that the relatively simnle T-model. which only
consists of one lumped capacitor and two lumped resistors, yields a significantly more
accurate transient response compared to the lumped RC network model. Thus, the T-
model should clearly be the choice when a simple transient estimation is required,
especially in cases where simulation time constraints may restrict the use of a more
complex, multi-stage RC ladder network to represent the exact transient behavior of the
interconnection line. This observation will be reinforced in the next example, where we
consider the behavior of a nonuniform polysilicon line.
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240 We will now consider a polysilicon line consisting of two segments, each 500,um
long, as shown below. One of the segments has a width of 2 gm, while the other segment

CHAPTER 6 has a width of 6 gim. The two terminals of the line are labeled A and B, respectively.
40W wilnwcniealnc ng o t eg

500 A 
500 gm gm

. M A -t 6SAm

polysilicon interconnect line

The resistance of each segment, as well as the total lumped resistance of the entire
interconnect line, can be found using (6.55), as follows.

Rlumpedl =30 (2 /square) x( 2 ) = 7.5 kS2

Rlumped-2 = 30(D square)xt 6p ) =2.5S2

Rlumped-total = Rlumped I + Rlumped-2 = 10 kQ

The parasitic capacitances associated with this line are calculated as

Cparallel-plate_ = 0.066 fF/pM2 x (500m x 2,um) = 66 f

Cparallel-plate 2 = 0.066 fF/pm2 x (500um x 6um) = 198 f7

Cfjnnge- = Cfringe-2 = 46 f

Clumped total = Cparallel-plate-1 + Cparallel-plate-2 + Cfringe-l + Cfringe-2 = 356 fF

Notice that the lumped resistance and capacitance values of this nonuniform interconnect
line are quite similar to those of the uniform interconnect segment examined earlier; in
fact, the total lumped capacitance value is exactly the same. Yet the fact that the geometry
of this line is not uniform will have significant consequences upon its transient behavior,
especially when considering signal transmission from A to B, and from B to A.

To represent the nonuniform geometry of the line, the 10-segment RC ladder
network model used for SPICE simulations is constructed of two sections, each of which
consists of five identical RC segments. The five RC segments corresponding to the
narrower portion of the wire have a resistance component of 1.5 kL2 and a capacitance

:h 50 gm
,r segment
-ctively.

2grn ' I I



component of 22.4 fF each, while the five RC segments corresponding to the wider
portion of the wire have a resistance component of 500 Q and a capacitance component
'of 48.8 fF each. The simulated output voltage waveforms (obtained by using the lumped
RC network model and the distributed RC ladder network model) are shown below. In
the RC ladder network, the transient behavior is simulated for signal transmission from
A to B, as well as for signal transmission from B to A.

3.5

3.0

2.5

2.0

1.5

1.0

0.5

,:: 0.0

-0.5

1.0 108

241

MOS Inverters:
Switching

Characteristics
and Interconnect

Effects

2.0 108 3.0 10.8 4.0 108 5.0 108 6.0 10.8 7.0 108

Time (s)

The simulated output voltage waveforms show that the lumped RC model line again
causes an overestimation of the propagation delay time compared to the distributed RC
ladder network representation. In addition, the transient behavior of the ladder network
now depends on the direction of signal flow, and there are significant differences between
the propagation delay times from A to B and from B to A. This directional dependence
of propagation delay times can not be observed in the simple lumped RC model. The
simulated output voltage waveforms (rising edge of the signal, signal propagation from
B to A) are shown in greater detail below.
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It can be seen that the propagation delay of the lumped RC network is about 2.5 ns
(regardless of signal flow direction), while the propagation delay of the 10-segment RC
ladder network is about 0.7 ns (for signal flow from B to A). In this case, the difference
between the delay times is significantly more pronounced due to the nonuniform
distribution of parasitics. As in the previous example, we also construct the simple T-
model of this nonuniform interconnect line, consisting of one lumped capacitor (356 f)
and two lumped resistors (2.5 kQ and 7.5 kM). The T-model again yields a significantly
more accurate transient response, and it correctly represents the directional dependence
of propagation delay times which is due to the nonuniform geometry of the line.

6.7. Switching Power Dissipation of CMOS Inverters

It was shown in Chapter 5 that the static power dissipation of the CMOS inverter is quite
negligible. During switching events where the output load capacitance is alternatingly
charged up and charged down, on the other hand, the CMOS inverter inevitably dissipates
power. In the following section, we will derive the expressions for the dynamic power
consumption of the CMOS inverter.

Consider the simple CMOS inverter circuit shown in Fig. 6.27. We will assume that
the input voltage is an ideal step waveform with negligible rise and fall times. Typical
input and output voltage waveforms and the expected load capacitor current waveform
are shown in Fig. 6.28. When the input voltage switches from low to high, the pMOS
transistor in the circuit is turned off, and the nMOS transistor starts conducting. During
this phase, the output load capacitance Cad is being discharged through the nMOS
transistor. Thus, the capacitor current equals the instantaneous drain current of the nMOS
transistor. When the input voltage switches from high to low, the nMOS transistor in the
circuit is turned off, and the pMOS transistor starts conducting. During this phase, the
output load capacitance C ,ad is being charged up through the pMOS transistor; therefore,
the capacitor current equals the instantaneous drain current of the pMOS transistor.

VDD

Vin Vout

Cload

Figure 6.27. CMOS inverter used in the dynamic power-dissipation analysis.
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Assuming periodic input and output waveforms, the average power dissipated by any
device over one period can be found as follows:

avg =JV(t)*i(t)dt (6.66)
0
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Since during switching, the nMOS transistor and the pMOS transistor in a CMOS inverter
conduct current for one-half period each, the average power dissipation of the CMOS
inverter can be calculated as the power required to charge up and charge down the output
load capacitance.

Vin , Vout

vo.

VOL

iC

t

Figure 6.28. Typical input and output voltage waveforms and the capacitor current waveform
during switching of the CMOS inverter.
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244 Evaluating the integrals in (6.67), we obtain
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lavg = tcoa + ( VDD °Ut 'Cload I Cload VUt ) 6.68)

Pavv T load DD (6.691

Noting thatf= 1T, this expression can also be written as:

Pavg = ~a DD2 (6.70)

It is clear that the average power dissipation of the CMOS inverter is proportional
to the switching frequency if Therefore, the low-power advantage of CMOS circuits
becomes less prominent in high-speed operation, where the switching frequency is high.
Also note that the average power dissipation is independent of all transistor characteris-
tics and transistor sizes. Consequently, the switching delay times have no relevance to the
amount of power consumption during the switching events. The reason for this is that the
switching power is solely dissipated for charging and discharging the output capacitance
from VOL to VOH, and vice versa.

For this reason, the switching power expression derived for the CMOS inverter also

(6.67)stollgeneral circit, e sotainFig.62Agenerl loiccircui
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dissipate ~ ~ ive for chagin andS disr as

applies to all general CMOS icis ssoni i.62.AgnrlCO oi ici

CMOSA inverterCMis proportional

T

Cl,,.d K2 ) IT/2 (6.68)

(6.69)

as:

(6.70)

CMOS ifiverter is proportional
-r advantage of CMOS circuits
the switching frequency is high.
lent of all transistor characteris-
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its. The reason for this is that the
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ived for the CMOS inverter also
9 A general CMOS logic circuit

Cload

Figure 6.29. Generalized CMOS logic circuit.
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consists of an nMOS logic block between the output node and the ground, and a pMOS
logic block between the output and VDD. As in the simple CMOS inverter case, either the
pMOS block or the nMOS block can conduct depending on the input voltage combina-
tion, but not both at the same time. Therefore, switching power is again dissipated solely
for charging and discharging the output capacitance.

To summarize, if the total parasitic capacitance in the circuit can be lumped at the
output node with reasonable accuracy, if the output voltage swing is between 0 and VDD,

and if the input voltage waveforms are assumed to be ideal step inputs, the average
switching power expression (6.70) will hold for any CMOS logic circuit.

Note that under realistic conditions, when the input voltage waveform deviates from
ideal step input and has nonzero rise and fall times, for example, both the nMOS and the
pMOS transistor will simultaneously conduct a certain amount of current during the
switching event. This is called the short-circuit current, since in this case, the two
transistors temporarily form a conducting path between the VDD and the ground. The
additional power dissipation, which is due to the short-circuit current, cannot be predicted
by the power-dissipation formula (6.70) derived above, since the short-circuit current is
not being utilized to charge or discharge the output load capacitor. We must be aware that
this additional power-dissipation term can be quite significant under some nonideal
conditions. If the load capacitance is increased, on the other hand, the short-circuit
dissipation term usually becomes negligible in comparison to the power dissipation
which is due to the charging/discharging of capacitances.

Power Meter Simulation

In the following, we present a simple circuit simulation approach which can be used to
estimate the average power dissipation of arbitrary circuits (including the effects of short
circuit and leakage currents), under realistic operating conditions. According to (6.66),
the average power dissipation of any device or circuit which is driven by a periodic input
waveform can be found by integrating the product of its instantaneous terminal voltage
and its instantaneous terminal current over one period. If we have to determine the
amount of Pavg drawn from the power supply over one period, the problem is reduced to
finding only the time-average of the power supply current, since the power supply voltage
is a constant.

Using a simple simulation model called the power meter, we can estimate the average
power dissipation of an arbitrary device or circuit driven by a periodic input, with
transient circuit simulation. Consider the circuit structure shown in Fig. 6.30, in which
a zero-volt independent voltage source is connected in series with the power supply
voltage source VDD of the device or circuit in question. Consequently, the instantaneous
power supply current iDD(t) which is being drawn by the circuit will also pass through the
zero-volt voltage source, i(t) = iDD(t).

The power meter circuit consists of three elements: a linear current-controlled
current source, a capacitor, and a resistor, all connected in parallel. The current equation
for the common node of the power meter circuit can be written as follows:

dV i
~dt (671

245

MOS Inverters:
Switching

Characteristics
and Interconnect

Effects



CHAPTER 6

Periodic input

Vin(t) = Vin(t + T)

Figure 6.30. The power meter circuit used for the simulation of average dynamic power
dissipation of an arbitrary device or circuit.

The initial condition of the node voltage V is set as V (0) =0 V. Then, the time-domain
solution of V (t) can be found by integrating (6.71).

Vy(t) CJ e Y DD(T)dT (6.72)
CYO

Assuming RyCy>> T, the voltage value VY(7) at the end of one period can be approximated
as follows.

VY(T)= CY DD(T)dT (6.73)

If the constant coefficient value of the current-controlled current source is set to be

CY
fS=VDD T (6.74)

Tthe voltage value Vy(T) at the end of one period will be found by transient simulation as:

VY (T) = VDD 4 iDD (T) d (6.75)
0
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Note that the right-hand side of (6.75) corresponds to the average power drawn from the
power supply source over one period. Thus, the value of the node voltage V at t = Tgives
the average power dissipation.

The power meter circuit shown in Fig. 6.30 can be easily simulated using a
conventional circuit simulation program such as SPICE, and it enables us to accurately
estimate the average power dissipation of any circuit with arbitrary complexity. Also note
that the power meter circuit inherently takes into account the additional power dissipation
due to the short-circuit currents, which may arise because of nonideal input conditions.
In the following example, we present a sample SPICE simulation of the power meter for
estimating the dynamic power dissipation of a CMOS inverter circuit.
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Example 6.6.

Consider the simple CMOS inverter circuit shown in Fig. 6.27. We will assume that the
circuit is being driven by a square-wave input signal with period T= 20 ns, and that the
total output load capacitance is equal to 1 pF. The power supply voltage is 5 V. Using the
average dynamic power-dissipation formula (6.70) derived earlier, we can calculate the
expected power dissipation to be Pav = 1.25 mW.

Now, the circuit with an attached power meter will be simulated using SPICE. The
corresponding circuit input file is listed here for reference. The controlled current source
coefficient is calculated as 0.025, according to (6.74). The resistance and capacitance
values R and CY are chosen as 100 and 100 pF to satisfy the condition RCy >> T.

Power meter simulation:
mn 3 2 0 0 nmod w-lOu 1-lu
up 3 2 4 1 pod w20u l-lu
vdd 1 0 5
vtutp 1 4 0
.model nmod nmos(vto-l k-20u)
.model pod pmos(vto--l kp-10u)
vin 2 0 pulse(0 5 n 2n 2n n 20n)
cl 3 0 p
fp 0 9 vtstp 0.025
rp 9 0 lOOk
Cp 9 0 lOOp
.tran n 60n uc
.print tran v(3) v(2)
.print tran i(vtstp)
.print tran v(9)
.end

The simulation results are plotted on the following page. It can be seen that here, the
significant power supply current is being drawn from the voltage source VDD only during
the charge-up phase of the output capacitor. The power meter output voltage by the end
of the first period corresponds to exactly 1.25 mW, as expected.
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Power-Delay Product

The power-delay product (PDP) is a fundamental parameter which is often used for
measuring the quality and the performance of a CMOS process and gate design. As a
physical quantity, the power-delay product can be interpreted as the average energy
required for a gate to switch its output voltage from low to high and from high to low. We
have already seen that in a CMOS logic gate, energy is dissipated (i) by the pMOS
network while the output load capacitance Cl.d is being charged up from 0 to VDD, and
(ii) by the nMOS network while the output load capacitance is being charged down from
VDDto 0. Following a simple analysis procedure which is very similar to the one used for
deriving the average dynamic power dissipation (6.69) in CMOS logic gates and ignoring
the short-circuit and leakage currents, the amount of energy required to switch the output
can be found as

PDP = Cload DD
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(6.76)

The energy described by (6.76) is mainly dissipated as heat when the nMOS and
pMOS transistors conduct current during switching. Thus, from a design point-of-view,
it is desirable to minimize the power-delay product. Since the PDP is a function of the
output load capacitance and the power supply voltage, the designer should try to keep
both Cload and VDD as small as possible when designing a CMOS logic gate. The power-
delay product is also defined as

PDP = 2 Pavg p (6.77)

where P*av is the average switching power dissipation at maximum operating frequency
and Tp is te average propagation delay, as defined in (6.4). The factor of 2 in (6.77)
accounts for two transitions of the output, from low to high and from high to low. Using
(6.69) and (6.4), this expression can be rewritten as

PDP = 2 (C0 d VDD Max) T,

2[Cl V 2 ( H 1 ) ( TPHL + TPLH)
=2 1 DD ( 'PHL + PLH I 2 (6.78)

=C10a Vr, 2
Cla DD

which is found to be identical to (6.76). Note that calculating PDP with the generic
definition of Pavg (6.70) may result in a misleading interpretation that the amount of
energy required per switching event is a function of the operating frequency.
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The term super buffer has been used to describe a chain of inverters designed to drive a
large capacitive load with minimal signal propagation delay time. To reduce delay time,
it is necessary for the buffer circuit to provide quickly a large amount of pull-up or pull-
down current to charge or discharge the load capacitor. One seemingly obvious method
would be to use large pMOS and nMOS transistors in the inverter driving the load
capacitor. However, such a large buffer has a large input capacitance, which in turn
creates a large load for the previous stage. Then an alert designer would suggest
increasing the transistor sizes in the previous stage. If so, then what about the sizing of
the transistors in the stage prior to the previous stage? Thus the effect of the large load
can be propagated to many gates preceding the last-stage driver, and indeed such fine
tuning of transistors is practiced in custom design. An alternative method of handling a
large capacitive load is to use a super buffer between a logic gate facing the large load
and the load itself as shown in Fig. A. 1.

Cload

Figure A.). Using a super buffer circuit to drive a large capacitive load.

Now a major objective of super buffer design becomes:

'Given the load capacitance faced by a logic gate, design a scaled chain of N inverters
such that the delay time between the logic gate and 'the load capacitance node is
minimized.

To solve this problem, let us first introduce an equivalent inverter for the logic gate
(NAND2 in this case). For simplicity, it is assumed that the pull-up and pull-down delays
of the first-stage inverter driving an identical inverter are the same, say To. The next design
task is to determine the following:

* the number of stages, N
* the optimal scale factor, a

To determine these quantities, the following observations can be made under uniform a-
scaling of inverters from one stage to the next in the super buffer shown in Fig. A.2.

I



,~~~~~ a

ICg ICd IaC9 IaCd a2C9 Ia2Cd I(cNCg laNCd ICload

Figure A.2. Scaled super buffer circuit consisting of N inverter stages.

For the super buffer, the following observations can be made:

* Cg denotes the input capacitance of the first stage inverter
* Cd denotes the drain capacitance of the first stage inverter
* the inverters in the chain are scaled up by a factor of a per stage

* Cload = aN+ C

* all inverters have identical delay of ro (Cd + aCg) /(Cd + Cg)

(A.1) 

(A.2)

where ro represents the per-gate delay in the ring oscillator circuit with load capacitance
(Cd+ Cg). Thus the total delay time from the input terminal to the load capacitance node
becomes

(Cd + )C

There are two unknowns in this equation. To solve for these unknowns, consider the
relationship between a and N in (A. 1), i.e.,

(N + 1) = (A.4)
In a

Combining (A.3.) and (A.4), the following delay relationship can be derived.

n Cd ) Cd + aCg
Ttotal = In a TO Cd C)ma Cd C ) 

(A.5)
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To minimize the delay, we set the derivative of (A.5) with respect to a equal to zero and
solve for a.

d total = In( l
d a C g (A.6)
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Solving for a in (A.6) we obtain the following condition for the optimal scale factor.

a(ln a -1) = Cd
C9 (A.7)

A special case of the above equation occurs when the drain capacitance is neglected,
i.e., Cd = 0. In that case, the optimal scale factor becomes the natural number e = 2.718.
However, in reality the drain parasitics cannot be ignored and hence, (A.6) should be
considered instead.
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254 Exercise Problems

CHAPTER 6
6.1 Does the inverter with a lower VOL always have the shorter high-to-low

switching time? Justify your answer.

6.2 Consider switching delays for 1 pF in a 10-kQ resistive-load inverter circuit,
where

Cn = 25 A/V2

W/L= 10
V, = 1.0 V

(a) Find TPHL (50% high-to-low transition delay) by using the average-
current method. Assume that the input signal is an ideal rectangular pulse
switching between 0 and 5 V with zero rise/fall times. You will have to
calculate VOL to solve this problem.

(b) By using an appropriate differential equation and the proper initial voltage
across the capacitor (when the input voltage is at VOH) which is VOL and not
0 V, calculate 'PLH. Use the same input voltage as in part (a).

6.3 Consider a CMOS ring oscillator consisting of an odd number (n) of identical
inverters connected in a ring configuration as shown in Fig. 6.7. The layout of the
ring oscillator is such that the interconnection (wiring) parasitics can be assumed
to be zero. Therefore, the delay of each stage is the same and the average gate delay
is called the intrinsic delay () as long as identical gates are used. The ring
oscillator circuit is often used to quote the circuit speed of a particular technology
using the ring oscillator frequency (f).

(a) Derive an expression for the intrinsic delay (p) in terms of the number of
stages n.

(b) Show that Tp is independent of the transistor sizes, i.e., it remains the same
when all the gates are scaled uniformly up or down.

6.4 Suppose that the resistive-load inverter examined in Exercise 6.2 is connected to
a load capacitance of 1.0 pF which is initially discharged. The gate of the nMOS
transistor is driven by a rectangular pulse which changes from high to low at t =
0. As a result, the nMOS transistor begins to charge up the capacitor. Solve the
following two parts by using the differential equations and not by using the
average-current methods.

(a) Determine the 50% low-to-high delay time, which is defined as the time
difference between 50% points of input and output waveforms when the
output waveform switches from low to high.



(b) Determine the 50% high-to-low delay time, which is defined as the time
difference between 50% points of input and output waveforms when the
output waveform switches from high to low when the capacitor is initially
charged to 5.0 V.

6.5 A resistive-load inverter with RL = 50 kQ has the following device parameters:
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VTN(VSB=O) = 1.o V
y= 0.5 V1'2

t 0x= 0.05 gRm
Yn = 500 cm 2/V s
W = 10 m and L = 1.0 m

A ring oscillator is formed by connecting nine identical inverters in a closed loop.
We are interested in finding the resulting oscillation frequency.

(a) Find the delay times of the inverter for an ideal step pulse whose
voltage swing is between VOL and VOH, i.e., rPHL and TPLH It should be noted
that the loading capacitance of each inverter is strictly due to the drain
parasitic capacitance and the gate capacitance of the following stage. For
simplicity, neglect the drain parasitics and assume Cload is equal to gate
capacitance.

(b) The rise and fall times are defined between. 10% and 90% of the full voltage
swing. But for simplicity, we will assume that Tfal = 2 TPHL and Trtse= 2 TPLH.

Estimate the actual propagation delays TPHL and TLH by using the rise
and fall times of the inverter and the ideal delays found in (a).

(c) Find the oscillation frequency from the information in part (b).

The layout of a CMOS inverter is shown in Fig. P6.6. This inverter is driving
another inverter, which is identical to the one shown below except that the
transistor widths are three times larger. Calculate 1TPLH and TpHL. Assume that the
interconnect capacitance is negligible. The parameters are given as:

VTP =-1.0 V
k', = 40 uA/V 2

C,, = 69 nF/cm2

C = 7 nF/cm2

LD= 1 m

VTN = 1 V
k'p = 20 gA/V2

CjsW = 2.2 pF/cm
?00=0.86V

Lmsk =5 gm

The source and drain region length is Y = 12 gm and the channel width is W 10
glm for both transistors.
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Figure P6.6

6.7 For an nMOS depletion-load inverter circuit, calculate the propagation delay times
TpLH and 'rPHL assuming that:

* the inverter is driving an identical gate (fanout = 1)
* the interconnect capacitance is negligible
* the lateral diffusion for both transistors is LD= 0.25 gum
* Lmask = 2 gam, Wm.k = 10 plm, Y = 10 gam for the depletion-type nMOS
* Lmask = 2 gam, Wmask = 15 glm, Y = 10 gm for the enhancement-type nMOS

Use the device parameters given in Example 5.3 and the following information for
calculating junction capacitances.

to 0.1 um
x= 1.0 m
NA= 1016 cm-3
ND= 1019 Cm-3
NA (sw) = 1017 cm-3

6.8 Consider a CMOS inverter, with the following device parameters:

V70,n = 0.8 V
VTOP=- 1.0V

iuC. = 50 p.A/V 2

,upC 0x = 20 A/V2
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The power supply voltage is VDD = 5 V. Both transistors have a channel length of
L = L = 1 im. The total output load capacitance of this circuit is C ,= 2 pF, which
is independent of transistor dimensions.

(a) Determine the channel width of the nMOS and the pMOS transistors such that
the switching threshold voltage is equal to 2.2 V and the output rise time is
Trise = ns.

(b) Calculate the average propagation delay time Tp for the circuit designed in (a).

(c) How do the switching threshold Vth and the delay times change if the power
supply voltage is dropped from 5 V to 3.3 V. Provide an interpretation of the
results.

6.9 Consider a CMOS inverter with the same process parameters as in Problem 6.8.
The switching threshold is designed to be equal to 2.4 V.

A simplified expression of the total output load capacitance is given as:

C0, = 500 fF + Cdbn + Cdb p

Furthermore, we know that the drain-to-substrate parasitic capacitances of the
nMOS and the pMOS transistors are functions of the channel width. A set of
simplified capacitance expressions are given below.

Cdb f= 100 fF + 9 Wn
CdbP = 80 fF + 7Wp

where W,, andWp are expressed in um.

(a) Determine the channel width of both transistors such that the propagation
delay rpHL is smaller than 0.825 ns.

(b) Assume now that the CMOS inverter has been designed with (W/L). = 6 and
(W/L) = 15, and that the total output load capacitance is 250 Mf. Calculate
the output rise time and fall time using the average current method.

6.10 Consider a CMOS inverter with the following parameters:

V70,n =1.0 V
VP = - 1.2V

/'S. = 45 uA/V2

MPC0 x = 25 A/V2
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(W/L) = 10
(W/L)P = 20

The power suply voltage is 5 V, and the output load capacitance is 1.5 pF.



258 (a) Calculate the rise time and the fall time of the output signal using

CHAPTER 6 (i) exact method (differential equations)
(ii) average current method

(b) Determine the maximum frequency of a periodic square-wave input signal so
that the output voltage can still exhibit a full logic swing from 0 V to 5 V in
each cycle.

(c) Calculate the dynamic power dissipation at this frequency.

(d) Assume that the output load capacitance is mainly dominated by fixed fan-
out components (which are independent of Wn and Wd). We want to re-design
the inverter so that the propagation delay times are reduced by 25%.
Determine the required channel dimensions of the nMOS and the pMOS
transistors. How does this re-design influence the switching (inversion)
threshold?
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7.1. Introduction

Combinational logic circuits, or gates, which perform Boolean operations on multiple
input variables and determine the outputs as Boolean functions of the inputs, are the basic
building blocks of all digital systems. In this chapter, we will examine the static and
dynamic characteristics of various combinational MOS logic circuits. It will be seen that
many of the basic principles used in the design and analysis of MOS inverters in Chapters
5 and 6 can be directly applied to combinational logic circuits as well.

The first major class of combinational logic circuits to be presented in this chapter
is the nMOS depletion-load gates. Our purpose for including nMOS depletion-load
circuits here is mainly pedagogical, to emphasize the load concept, which is still being

WIUe1y UbU III IdLny Iea III UIrILgl UI.1UIL uCSgL1. e Will examine simple circult

configurations such as two-input NAND and NOR gates and then expand our analysis to
more general cases of multiple-input circuit structures. Next, the CMOS logic circuits
will be presented in a similar fashion. We will stress the similarities and differences
between the nMOS depletion-load logic and CMOS logic circuits and point out the
advantages of CMOS gates with examples. The design of complex logic gates, which
allows the realization of complex Boolean functions of multiple variables, will be
examined in detail. Finally, we will devote the last section to CMOS transmission gates
and to transmission gate (TG) logic circuits.

In its most general form, a combinational logic circuit, or gate, performing a Boolean
function can be represented as a multiple-input single-output system, as depicted in Fig.



7.1. All input variables are represented by node voltages, referenced to the ground
potential. Using positive logic convention, the Boolean (or logic) value of " 1 " can be
represented by a high voltage of VDD, and the Boolean (or logic) value of "0" can be
represented by a low voltage of 0. The output node is loaded with a capacitance CL, which
represents the combined parasitic device capacitances in the circuit and the interconnect
capacitance components seen by the output node. This output load capacitance certainly
plays a very significant role in the dynamic operation of the logic gate.

Vi -

V2 -

v3 -

Vn-

VDD

Combinational
- Logic

Circuit

lI-

I'vout

Cload

Figure 7.1. Generic combinational logic circuit (gate).

As in the simple inverter case, the voltage transfer characteristic (VTC) of a
combinational logic gate provides valuable information on the DC operating perfor-
mance of the circuit. Critical voltage points such as VOL or Vh are considered to be
important design parameters for combinational logic circuits. Other design parameters
and concerns include the dynamic (transient) response characteristics of the circuit, the
silicon area occupied by the circuit, and the amount of static and dynamic power
dissipation.

7.2. MOS Logic Circuits with Depletion nMOS Loads

Two-Input NOR Gate

The first circuit to be examined in this section is the two-input NOR gate. The circuit
diagram, the logic symbol, and the corresponding truth table of the gate are given in Fig.
7.2. The Boolean OR operation is performed by the parallel connection of the two
enhancement-type nMOS driver transistors. If the input voltage VA or the input voltage
VB is equal to the logic-high level, the corresponding driver transistor turns on and
provides a conducting path between the output node and the ground. Hence, the output
voltage becomes low. In this case, the circuit operates like a depletion-load inverter with
respect to its static behavior. A similar result is achieved when both VA and V. are high,
in which case two parallel conducting paths are created between the output node and the
ground. If, on the other hand, both VA and V. are low, both driver transistors remain cut-
off. The output node voltage is pulled to a logic-high level by the depletion-type nMOS
load transistor.
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VDD

I(W/L)lad

Z=A+B
:1

- Vout

VA VB I Vout

low low
(W/L)A _ (W/L)B

VA Va B HE+

W _ _ 
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MOS Logic

Circuits

Figure 7.2. A two-input depletion-load NOR gate, its logic symbol, and the corresponding
truth table. Note that the substrates of all transistors are connected to ground.

The DC analysis of the circuit can be simplified significantly by considering the
structural similarities between this circuit and the simple nMOS depletion-load inverter.
In the following, the calculation of output low and output high voltages will be examined.

Calculation of VOH

When both input voltages VA and VB are lower than the corresponding driver threshold
voltage, the driver transistors are turned off and conduct no drain current. Consequently,
the load device, which operates in the linear region, also has zero drain current. In
nnrtlilnr its linar rGioin iirrpnt emuation honme

IDjload 2 .[2IVTload(vOH)l (VDD - VO H ) -(VDD VOH)2 ] (7.1)

The solution of this equation gives VOH = VDD.

Calculation of VOL

To calculate the output low voltage VOL' we must consider three different cases, i.e., three
different input voltage combinations, which produce a conducting path from the output
node to the ground. These cases are

(i) VA = VOH

(ii) VA = VOL
(iii) VA = VOH

VB = VOL
VB = VOH
VB = VOH

Fr

t- , - .

L



For the first two cases, (i) and (ii), the NOR circuit reduces to a simple nMOS depletion-
load inverter. Assuming that the threshold voltages of the two enhancement-type driver
transistors are identical (VT A = VMB = V.), the driver-to-load ratio of the corresponding
inverter can be found as follows. In case (i), where the driver transistor A is on, the ratio
is

V o ,driver (-k = driver, A = A n Wdie

R aL kload

(7.2)

In case (ii), where the driver transistor B is on, the ratio is

k k riverB k'n, driver ( B

kload X',la 

L load

(7.3)

The output low voltage level VOL in both cases is found by using (5.54), as follows:

VOL = VOH TVTO -V ) river ) VTload(VOL)1 (7.4)

Note that if the (WIL) ratios of both drivers are identical, i.e., (W/L)A = (WIL)B the output 
low voltage (VOL) values calculated for case (i) and case (ii) will be identical.

In case (iii), where both driver transistors are turned on, the saturated load current is
the sum of the two linear-mode driver currents.

ID, load = ID, driverA + ID, driverB (7.5)

k2oad Voa (VOL)12
2 k2e [2(VA - VTO) VOL VOL]

(7.6)
+ kdriverB [2(VB-VTO)VOL VL]

Since the gate voltages of both driver transistors are equal (VA = VB = VOH), we can devise
an equivalent driver-to-load ratio for the NOR structure:
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k k ~~k ,drivr() ()]
- driver + dr [ A (L B Combinational

R k k' d W) (7.7) MOS Logic
L load Circuits

Thus, the NOR gate with both of its inputs tied to a logic-high voltage is replaced with
an nMOS depletion-load inverter circuit with the driver-to-load ratio given by (7.7). The
output voltage level in this case is

VOL = VOH VTO (VOH VTO) 2k k )vkoad VOL) (7.8)
kdriver, A + kdriver, B

Note that the VOL given by (7.8) is lower than the VOL values calculated for case (i) and
for case (ii), when only one input is logic-high. We conclude that the worst-case condition
from the static operation viewpoint, i.e., the highest possible VOL value, is observed in
case (i) or in (ii).

This result also suggests a simple design strategy for NOR gates. Usually, we have
to achieve a certain maximum VOL for the worst case, i.e., when only one input is high.
Thus, we assume that one input (either VA or VB) is logic-high and determine the driver-
to-load ratio of the resulting inverter using (7.4). Then set

kdriver, A kdriver, B = kR kload (7.9)

This design choice yields two identical driver transistors, which guarantee the required
value of VOL in the worst case. When both inputs are logic-high, the output voltage is even
lower than the required maximum VOL' thus the design constraint is satisfied.

Exercise 7.1.

Consider the depletion-load nMOS NOR2 gate shown in Fig. 7.2, with the following
parameters: Mjn Cox = 25 gA/V2, VTdriver = 1.0 V, VTOIoad = -3.0 V, y = 0.4 V 12, and 12OFI
= 0.6 V. The transistor dimensions are given as (WIL)A = 2, (WIL)B = 4, and
(WIL)IOad = 1/3. The power supply voltage is VDD = 5 V.

Calculate the output voltage levels for all four valid input voltage combinations.



Generalized NOR Structure with Multiple Inputs

At this point, we can expand our analysis to generalized n-input NOR gates, which consist
of n parallel driver transistors, as shown in Fig. 7.3. Note that the combined current ID in
this circuit is supplied by the driver transistors which are turned on, i.e., transistors which
have gate voltages higher than the threshold voltage V7,.

vout

'Dl| ID | ID4 ]Dn|

Vj-- V2- 5 V3- 5 .............. Vn- 5

Figure 7.3. Generalized n-input NOR gate.

The combined pull-down current can then be expressed as follows:

X 2fl~
0

X (I - VO)Vout -v.2,] linear
k (on)

saturation
(7.10) 

I kn)C. (W) (VG V )2

Assuming that the input voltages of all driver transistors are identical,

VGSk = VGS for k=1,2,...,n

the pull-down current expression can be rewritten as

2 ( ( [2(VGS VTO)oUtI VUt]

2 (o)(J Lk C( VTO) 2
2 t X(n)( )

linear

(7.12)
saturation

264

CHAPTER 7

(7.11)

ID =



265

Combinational
MOS Logic

Circuits

/out

Figure 7.4. Equivalent inverter circuit corresponding to the n-input NOR gate.

Thus, the multiple-input NOR gate can also be reduced to an equivalent inverter, shown
in Fig. 7.4, for static analysis. The (WIL) ratio of the driver transistor here is

LW = (W) .3
(L )equivaent k(on)(L (7.13)

Note that the source terminals of all enhancement-type nMOS driver transistors in the
NOR gate are connected to ground. Thus, the drivers do not experience any substrate-bias
effect. The depletion-type nMOS load transistor, however, is subject to substrate-bias
effect, since its source is connected to the output node, and its source-to-substrate voltage
is VSB= Vowf

Transient Analysis of NOR Gate

Figure 7.5 shows the two-input NOR (NOR2) gate with all of its relevant parasitic device
capacitances. As in the inverter case, we can combine the capacitances seen in Fig. 7.5
into one lumped capacitance, connected between the output node and the ground. The
value of this combined load capacitance, CLad, can be found as

Cload = Cgd, A + Cgd, B + Cgd, load + Cdb, A + Cdb, B + Csb oad + Cwire (7.14)

Note that the output load capacitance given in (7.14) is valid for simultaneous as well as
for single-input switching, i.e., the load capacitance Cload will be present at the output
node even if only one input is active and all other inputs are low. This fact must be taken
into account in calculations using the inverter equivalent of the NOR gate. The load
capacitance at the output node of the equivalent inverter corresponding to a NOR gate is
always larger than the total lumped load capacitance of an actual inverter with the same
dimensions. Hence, while the static (DC) behaviors of the NOR gate and the inverter are

q

C

r
V

s
V

t,

,II



266 essentially equivalent in this case, the actual transient response of the NOR gate will be
slower than that of the inverter.

CHAPTER 7

Cgdjoad

Vout

ire

Cgd,A

Cload

Figure 7.5. Parasitic device capacitances in the NOR2 gate and the lumped equivalent load
capacitance. The gate-to-source capacitances of the driver transistors are included in the load of
the previous stages driving the inputs A and B.

Two-Input NAND Gate

Next, we will examine the two-input NAND (NAND2) gate. The circuit diagram, the
logic symbol, and the corresponding truth table of the gate are given in Fig. 7.6. The
Boolean AND operation is performed by the series connection of the two enhancement-
type nMOS driver transistors. There is a conducting path between the output node and the



ground only if the input voltage VA and the input voltage VB are equal to logic-high, i.e.,
only if both of the series-connected drivers are turned on. In this case, the output voltage
will be low, which is the complemented result of the AND operation. Otherwise, either
one or both of the driver transistors will be off, and the output voltage will be pulled to
a logic-high level by the depletion-type nMOS load transistor.

Figure 7.6 shows that all transistors except the one closest to the ground are subject
to substrate-bias effect, since their source voltages are larger than zero. We have to
consider this fact in detailed calculations. For all of the three input combinations which
produce a logic-high output voltage, the corresponding VOH value can easily be found as
VOH = VDD. The calculation of the logic-low voltage VOL, on the other hand, requires a
closer investigation.

VA

V8

267

Combinational
MOS Logic

Circuits

A . Z

>I Z=A-B

Vout
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low

low

high

high

low

high

low

high

Vout

:high

high

high

low

Figure 7.6. A two-input depletion-load NAND gate, its logic symbol, and the corresponding
truth table. Notice the substrate-bias effect for all nMOS transistors except one.

Consider the NAND2 gate with both of its inputs equal to VCH' as shown in Fig. 7.7.
It can easily be seen that the drain currents of all transistors in the circuit are equal to each
other.

'D,load = 'D,driveA = ID,driverB (7.15)

id IVT ld(VOL)I2 kdriver,A [( T _ _2V ]
2 2 (2VGSA VT,,A) VDS, A VDS, A 

kd iver, B 2 (7.16)= ~ 2 2(VS, B VT, B) VDS, B VDS, B
(7.16)
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VA = VOH

VB = VOH

(out = VOL

Figure 7.7. The NAND2 gate with both of its inputs at logic-high level.

The gate-to-source voltages of both driver transistors can be assumed to be approximately
equal to VOH' Also, we may neglect, for simplicity, the substrate-bias effect for driver
transistor A, and assume VTA = VTB = V7., since the source-to-substrate voltage of driver
A is relatively low. The drain-to-source voltages of both driver transistors can then be
solved from (7.16) as

VDS,A=VOH-VTO- 1(VOH VTO)2(1 IVTddJOL)1 (7.17)
driver, A

VDSB=VOH -VTO - (VOH -V ) (; )iVT,oad(VOL)1 (7.18)
dve r, B

Let the two driver transistors be identical, i.e., kdriverA = kdriverB = kdriver. Noting that the
output voltage VOL is equal to the sum of the drain-to-source voltages of both drivers, we
obtain

VoL2VOH VOVTO OH VTO) ) load(VOL)l (7.19)

The following analysis gives a better and more accurate view of the operation of two
series-connected driver transistors. Consider the two identical enhancement-type nMOS
transistors with their- gate terminals connected. At this point, the only simplifying
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I assumption will be VTA = VTB = V.. When both driver transistors are in the linear region,.
the drain currents can be written as

IDA =k 2[2(VGS,A- VTO)VDS,A VDS,A]

ID,B = 2 [2(vGS,B - VTO)VDS,B -VVDS,B]

(7.20)
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(7.21)

Since IDA = IDB' this current can also be expressed as
1~~=DE

ID, A + ID,B
D- D,A = D,B =- 2 (7.22)

Using VGSA = VGSB - VDSB (7.22) yields

ID=i dv[2(VGSB-VTO)(VDS,A + VDS,B)-(VDSA +VDS, B)] (7.23)

Now let VGS = VGSB and VDS = VDSA + VDSB. The drain-current expression can then be
Written as follows.

IDv= 4 [2(VGS -VTO)VDS -VDS] (7.24)

Thus, two nMOS transistors connected in series and with the same gate voltage behave
like one nMOS transistor with keq = 0.5 kdriver*

Generalized NAND Structure with Multiple Inputs

At this point, we expand our analysis to generalized n-input NAND gates, which consist
of n series-connected driver transistors, as shown in Fig. 7.8. Neglecting the substrate-
bias effect, and assuming that the threshold voltages of all transistors are equal to V., the
driver current ID in the linear region can be derived as in Eq. (7.25) whereas ID in
saturation is taken as its extension.

- vLt] linear
ID = _nox 1

kon( L ) 

(7.25)
(V. -VTO)o saturation



270 Hence, the (WIL) ratio of the equivalent driver transistor is

CHAPTER 7 = 1

L equivalent = 1
k(L()?J

If the series-connected transistors are identical, i.e., (WIL), = (W/L) 2 =.. . = (WIL), the

width-to-length ratio of the equivalent transistor becomes

tout

Vin

Vin

Vin

Figure 7.8. The generalized NAND structure and its inverter equivalent.

EL) equivalent n L)
(7.27)

The NAND design strategy which emerges from this analysis is summarized as
follows, for an n-input NAND. First, we determine the (WIL) ratios for an equivalent

inverter that satisfies the required VOL value. This gives us the driver transistor ratio
(WIL)driver and the load transistor ratio (WL) ,d. Then, we set the (WIL) ratios of all
NAND driver transistors as (WIL), = (WIL)2 = .. .= n (W/L)driver This guarantees that the

series structure consisting of n driver transistors has an equivalent (WIL) ratio of
(W/L)driver when all inputs are logic-high.

(7.26)

I

i

tout



K For a two-input NAND gate, this means that each driver transistor must have a
(WIL) ratio twice that of the equivalent inverter driver. If the area occupied by the
depletion-type load transistor is negligible, the resulting NAND2 structure will occupy
approximately four times the area occupied by the equivalent inverter which has the same
static characteristics.
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Transient Analysis of NAND Gate

Figure 7.9 shows a NAND2 gate with all parasitic device capacitances. As in the inverter
case, we can combine the capacitances seen in Fig. 7.9 into one lumped capacitance,
connected between the output node and the ground. The value of the lumped capacitance
CIoad however, depends on the input voltage conditions.

V,

VI

Figure 7.9.

Fout

Parasitic device capacitances in the NAND2 gate.

Assume, for example, that the input VA is equal to VOH and the other input V is
switching from VOH to VOL. In this case, both the output voltage V, and the internal node

Ad voltage V will rise, resulting in

Cload = Cgd,load + Cgd,A + CgdB + Cgs, A

+CdbA+CdbB+CsbA+Csb,load +Cwire (7.28)



Note that this value is quite conservative and fully reflects the internal node capacitances
into the lumped output capacitance Cload' In reality, only a fraction of the internal node
capacitance is reflected into Cload'

Now consider another case where VB is equal to VOH and VA switches from VOH to;
VOL. In this case, the output voltage V0", will rise, but the internal node voltage V, will
remain low because the bottom driver transistor is on. Thus, the lumped output capaci-
tance is

Cload Cgd, load + Cgd, A + Cdb, A + Csb, load + Cwire (7.29)

It should be noted that the load capacitance in this case is smaller than the load capacitance
found in the previous case. Thus, it is expected that the high-to-low switching delay from
signal B connected to the bottom transistor is larger than the high-to-low switching delay
from signal A connected to the top transistor.

Example 7.1.

A depletion-load nMOS NAND2 gate is simulated with SPICE for the two different input
switching events described above. The SPICE input file of the circuit is listed in the
following. Note that the total capacitance between the intermediate node X and the
ground is assumed to be half of the total capacitance appearing between the output node
and the ground.

vout vout

Vin = VOH

Case 2
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NAND2 circuit delay analysis
ml 3 1 0 0 n w-5u -lu
m2 4 2 3 0 n w5u 1-lu
m3 5 4 4 0 nd w-lu l-3u
cl 4 0 0.lp
cp 3 0 005p
vdd 5 0 dc 5.0
* case 1 (upper input switching from high to low)
vinl 2 0 dc pulse (5.0 0.0 ns ins 2ns 4ns 50ns)
vin2 1 0 dc 5.0
* case 2 (lower input switching from high to low)
* vinl 2 0 do 5.0
* vin2 1 0 dc pulse (5.0 0.0 ns ns 2ns 4ns 50ns)
.model in nmos (vto-l.0 kpm25u gamma-0.4)
.model mnd nmos (vto--3.0 kp-25u gamna-0.4)
.tran O.Ins 4ns
.print tran v(l) v(2) v(4)
.end

6.0

5.0

C 4.0
CD0)

o 3.0

0.X 2.0

1.0

0.0

0
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4.0 10-

Time (s)

The simulated transient response of the NAND2 gate for both cases is plotted against
time above. The time delay difference between the two cases is clearly visible. In fact,
the propagation delay time in Case 2 is about 30% larger than that in Case 1, which proves
that the input switching order has a significant influence on speed.

1.0 10-8 2.0 10-8 3.0 10-8
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CHAPTER 7 CMOS NOR2 (Two-Input NOR) Gate

The design and analysis of CMOS combinational logic circuits can be based on the basic
principles developed for the nMOS depletion-load logic circuits in the previous section.
Figure 7.10 shows the circuit diagram of a two-input CMOS NOR gate. Note that the
circuit consists of a parallel-connected n-net and a series-connected complementary p-
net. The input voltages VA and VB are applied to the gates of one nMOS and one pMOS
transistor.

VB

VA

Figure 7.10. A CMOS NOR2 gate and its complementary operation: Either the nMOS network
is on and the pMOS network is off, or the pMOS network is on and the nMOS network is off.

The complementary nature of the operation can be summarized as follows: When
either one or both inputs are high, i.e., when the n-net creates a conducting path between
the output node and the ground, the p-net is cut-off. On the other hand, if both input
voltages are low, i.e., the n-net is cut-off, then the p-net creates a conducting path between
the output node and the supply voltage VDD. Thus, the dual or complementary circuit
structure allows that, for any given input combination, the output is connected either to
VDD or to ground via a low-resistance path. A DC current path between the VDD and
ground is not established for any of the input combinations. This results in the fully
complementary operation mode already examined for the simple CMOS inverter circuit.

The output voltage of the CMOS NOR2 gate will attain a logic-low voltage of VOL'
= 0 and a logic-high voltage of VR = VDD. For circuit design purposes, the switching
threshold voltage Vth of the CMOS gate emerges as an important design criterion. We start
our analysis of the switching threshold by assuming that both input voltages switch
simultaneously, i.e., VA = V. Furthermore, it is assumed that the device sizes in each
block are identical, (WIL)flA = (WIL)B and (W/L)PA = (WL and the substrate-bias
effect for the pMOS transistors is neglected for simplicity.



By definition, the output voltage is equal to the input voltage at the switching 275
threshold.

Combinational
VA = VB = VOUt = Vth (7.30) MOS Logic

Circuits
It is obvious that the two parallel nMOS transistors are saturated at this point, because VGS

VDS. The combined drain current of the two nMOS transistors is

ID =kn ( - VT,n) (7.31)

Thus, we obtain the first equation for the switching threshold Vt.

Vth VT + L (7.32)

Examination of the p-net in Fig. 7.10 shows that the pMOS transistor M3 operates in the
linear region, while the other pMOS transistor, M4, is in saturation for V. in= Thus,

= VDS. The combined drain curret of the two nMOS transistorsIi

/D3 2 [2(VDD VMh IVTP)VSD3-VSD3] (7.33)

/D4 2 e-(VDD -VB -o | V SD3) (7.34)

The drain currents of both pMOS transistors are identical, i.e., D3=/D4=ID' Thus,

VDD-4h |VT pI 2 k2 (731)

This yields the second equation of the switching threshold voltage Vh. Combining (7.32)
and (7.35), we obtain

1 +thE (7.36)

2 ,

ID4 = kP(D Vt V VT 3 ) (7.34)

u~~~~~~

Now compare this expression with the switching threshold voltage of the CMOS inverter,
which was derived in Chapter 5.

f~~~~~~~ k



VTl+ A(VDD |VTP|)

1+ k
(7.37)

If k = k and VT = IVTPI, the switching threshold of the CMOS inverter is equal to
VD;J2. Using the same parameters, the switching threshold of the NOR2 gate is

Vth (NOR2) = VDD + (

which is not equal to VDD2. For example, when VDD = 5 V and VT = VTPI = 1 V, the
switching threshold voltages of the NOR2 gate and the inverter are

Vh(NOR2) = 2 V

Vh(INR) = 2.5 V

The switching threshold voltage of the NOR2 gate can also be obtained by using the
equivalent-inverter approach. When both inputs are identical, the parallel-connected
nMOS transistors can be represented by a single nMOS transistor with 2kb. Similarly, the
series-connected pMOS transistors are represented by a single pMOS transistor with
kP/2. The resulting equivalent CMOS inverter is shown in Fig. 7.11.

Using the inverter switching threshold expression (7.37) for the equivalent inverter
circuit, we obtain

Vh(NOR2)

VT,f + - (VDD -VTP|)

,- ' . 1k1+ T
4k~

(7.39)

which is identical to (7.36).

From (7.36), we can easily derive simple design guidelines for the NOR2 gate. For
example, in order to achieve a switching threshold voltage of VDJ2 for simultaneous
switching, we have to set VT, = VT PI and k = 4 k,,.
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Figure 7.11. A CMOS NOR2 gate and its inverter equivalent.

Figure 7.12 shows the CMOS NOR2 gate with the parasitic device capacitances, the
inverter equivalent, and the corresponding lumped output load capacitance. In the worst
case, the total lumped load capacitance is assumed to be equal to the sum of all internal
parasitic device capacitances seen in Fig. 7.12.

CMOS NAND2 (Two-Input NAND) Gate

Figure 7.13 shows a two-input CMOS NAND (NAND2) gate. The operating principle of
this circuit is the exact dual of the CMOS NOR2 operation examined earlier. The n-net
consisting of two series-connected nMOS transistors creates a conducting path between
the output node and the ground only if both input voltages are logic-high, i.e., are equal
to VOH' In this case, both of the parallel-connected pMOS transistors in the p-net will be
off. For all other input combinations, either one or both of the pMOS transistors will be
turned on, while the n-net is cut-off, thus creating a current path between the output node
and the power supply voltage.

Using an analysis similar to the one developed for the NOR2 gate, we can easily
calculate the switching threshold for the CMOS NAND2 gate. Again, we will assume that
the device sizes in each block are identical, with (W/L)nfA = (W/L)flB and (W/L)PA =

(W/L)pB. The switching threshold for this gate is then found as

VT, n +2 F (vDD jVTPI)

4Vh(NAND2)= k (7.40)

1+2 "
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Figure 7.12. Parasitic device capacitances of the CMOS
equivalent with the lumped output load capacitance.
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Figure 7.13. A CMOS NAND2 gate and its inverter equivalent.

As we can see from (7.40), a switching threshold voltage of VDJ2 (for simultaneous
switching) is achieved by setting VT, = IVTPI and kn = 4 k in the NAND2.

At this point, we can state the following observation about the area requirements of
CMOS combinational logic gates. In comparison with equivalent nMOS depletion-load
logic, the total number of transistors in CMOS gates is about twice the number of
transistors in nMOS gates (2n vs. (n+1) for n inputs). The silicon area occupied by the
CMOS gate, however, is not necessarily twice the area occupied by the nMOS depletion-
load gate, since a significant portion of the silicon area mustbe reserved for signal routing
and contacts in both cases. Thus, the area disadvantage of CMOS logic may actually be
smaller than the simple transistor count suggests.

Layout of Simple CMOS Logic Gates

In the following, we will examine simplified layout examples for CMOS NOR2 and
NAND2 gates. Figure 7.14 shows a sample layout of a CMOS NOR2 gate, using single-
layer metal and single-layer polysilicon.

In this example, the p-type diffusion area for pMOS transistors and the n-type
diffusion area for nMOS transistors are aligned in parallel to allow simple routing of the
gate signals via two parallel polysilicon lines running vertically. Figure 7.15 shows the
layout of a CMOS NAND2 gate, using the same basic layout principles as in the NOR2
layout example.

Vin .
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VA
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VA VB

Figure 7.14. Sample layout of the CMOS NOR2 gate.

VAN||~ Ml

VB-I M2

VDD

OUT

GND

VA VB

Figure 7.15. Sample layout of the CMOS NAND2 gate.

Finally, Fig. 7.16 shows a simplified (stick diagram) view of the CMOS NOR2 gate
layout given in Fig. 7.14. Here, the diffusion areas are depicted by rectangles, the metal



F
connections and contacts are represented by solid lines and circles, respectively, and the
polysilicon columns are represented by crosshatched strips. The stick-diagram layout
does not carry any information on the actual geometry relations of the individual features,
but it conveys valuable information on the relative placement of the transistors and their
interconnections.

VDD

OUT

GND
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Figure 7.16. Stick-diagram layout of the CMOS NOR2 gate.

.7.4. Complex Logic Circuits

To realize arbitrary Boolean functions of multiple input variables, the basic circuit
structures and design principles developed for simple NOR and NAND gates in the
previous sections can easily be extended to complex logic gates. The ability to realize
complex logic functions using a small number of transistors is one of the most attractive
features of nMOS and CMOS logic circuits.

Consider the following Boolean function as an example.

Z=A(D+E)+BC (7.41)

The nMOS depletion-load complex logic gate that is used to realize this function is shown
in Fig. 7.17. Inspection of the circuit topology reveals the simple design principle of the
pull-down network:

* OR operations are performed by parallel-connected drivers.
* AND operations are performed by series-connected drivers.
* Inversion is provided by the nature of MOS circuit operation.

The design principles stated here for individual inputs and corresponding driver transis-
tors can also be extended to circuit sub-blocks, so that Boolean OR and AND operations
can be performed in a nested circuit structure. Thus, we obtain a circuit topology which
consists of series- and parallel-connected branches, as shown below.

connections and contacts a
polysificon columns are re
does not carry any informal
but it conveys valuable infi
interconnections.

Figure 716. Stick-diagram

7.4. Complex Logic Cl



282

CHAPTER 7

Figure 7.17. nMOS complex logic gate realizing the Boolean function given in (7.41).

In Fig. 7.17, the left nMOS driver branch consisting of three driver transistors is used to
perform the logic function A(D + E), while the right-hand side branch performs the
function BC. By connecting the two branches in parallel, and by placing the load
transistor between the output node and the power supply voltage VDD, we obtain the
complex function given in (7.41). Each input variable is assigned to only one driver.

For the analysis and design of complex logic gates, we can employ the equivalent-
inverter approach already used for the simpler NOR and NAND gates. It can be shown
for the circuit in Fig. 7.17 that, if all input variables are logic-high, the equivalent-driver
(WIL) ratio of the pull-down network consisting of five nMOS transistors is

(WA____ _ 1 1
(L)equivalent +1 1 1

+ ~~~~~~~~~~~~~(7.42)

(+DB ( L)C FL)A

For calculating the logic-low voltage level VOL' we have to consider various cases,
since the value of VOL actually depends on the number and the configuration of the
conducting nMOS transistors in each case. All possible configurations are tabulated
below. Each configuration is assigned a class number which reflects the total resistance
of the current path from V0 ,a node to ground.

A-D Class 1
A - E Class 1
B-C Class 
A-D-E Class 2
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A-E-B-C Class3
A-D-E-B-C Class 4 Combinational

MOS Logic
Assuming that all driver transistors have the same (WIL) ratio, a Class 1 path such as (B- Circuits
C) has the highest series resistance, followed by Class 2, Class 3, etc. Consequently, the
logic-low voltage levels corresponding to each class have the following order, where
each subscript numeral represents the class number.

VOLI > VOL 2 > VOL3 > VOL4 (7.43)

The design of complex logic gates is based on the same ideas as the design of NOR
and NAND gates. We usually start by specifying a maximum VOL value. The design
objective is to determine the driver and load transistor sizes so that the complex logic gate
achieves the specified VOL value even in the worst case. The given VOL value first allows
us to find the (W/L)Ioad and (WIL)drive, ratios for an equivalent inverter. Next, we have to
identify all worst-case (Class 1) paths in the circuit, and determine the transistor sizes in
these worst-case paths such that each Class 1 path has the equivalent driver ratio of
(W/L)driver-

In this example, this design strategy yields the following ratios for the three worst-
case paths.

(W)A (L)D ( driver

The transistor sizes found above guarantee that, for all other input combinations, the
logic-low output voltage level will be less than the specified VOL.

Complex CMOS Logic Gates

The realization of the n-net, or pull-down network, is based on the same basic design
principles examined earlier. The pMOS pull-up network, on the other hand, must be the
dual network of the n-net. This means that all parallel connections in the nMOS pull-down
network will correspond to a series connection in the pMOS pull-up network, and all
series connections in the pull-down network correspond to a parallel connection in the
pull-up network.
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VD
D

GN

Figure 7.18. Construction of the dual pull-up graph from the pull-down graph, using the dual-
graph concept.
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Figure 7.19. A complex CMOS logic gate realizing the Boolean function (7.41).
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Figure 7.18 shows the simple construction of the dual p-net (pull-up) graph from the
n-net (pull-down) graph. Each driver transistor in the pull-down network is represented
by an edge, and each node is represented by a vertex in the pull-down graph. Next, a new
vertex is created within each confined area in the pull-down graph, and neighboring
vertices are connected by edges which cross each edge in the pull-down graph only once.
This new graph represents the pull-up network. The resulting CMOS complex logic gate
is shown in Fig. 7.19.

Layout of Complex CMOS Logic Gates

Now, we will investigate the problem of constructing a minimum-area layout for the
complex CMOS logic gate. Figure 7.20 shows the stick-diagram layout of a "first
attempt," using an arbitrary ordering of the polysilicon gate columns. Note that in this
case, the separation between the polysilicon columns must allow for one diffusion-to-
diffusion separation and two metal-to-diffusion contacts in between. This certainly
consumes a considerable amount of extra silicon area.

If we can minimize the number of diffusion-area breaks both for nMOS and for
pMOS transistors, the separation between the polysilicon gate columns can be made
smaller, which will reduce the overall horizontal dimension and, hence, the circuit layout
area. The number of diffusion breaks can be minimized by changing the ordering of the
polysilicon columns.

PI1

pF i D- . OUT

--- D~ S S~D

.,,.. 4"

A E B CD
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VDD

GND

Figure 7.20. Stick-diagram layout of the complex CMOS logic gate, with an arbitrary ordering
of the polysilicon gate columns.

A simple method for finding the optimum gate ordering is the Euler-path approach:
find a Euler path in the pull-down graph and a Euler path in the pull-up graph with

V§P111



identical ordering of input labels, i.e., find a common Euler path for both graphs. The
Euler path is defined as an uninterrupted path that traverses each edge (branch) of the
graph exactly once. Figure 7.21 shows the construction of a common Euler path for both
graphs in our example.

AB

D E

C

y

nMOS network

Common Euler path

E-D-A-B-C

B

pMOS network

Figure 7.21. Finding a common Euler path in both graphs for n-net and p-net provides a gate
ordering that minimizes the number of diffusion breaks and, thus, minimizes the logic- gate layout
area. In both cases, the Euler path starts at (x) and ends at (y).

ralI-v-
_/1 T', L L

m
6L ___ 'SDSDS_~~~~~~~~~~~~~~~11

p11 p1110,, 1Y 

- VDD

pMOS

- OUT

nMOS

- GND

E D A B C

Figure 7.22. Optimized stick-diagram layout of the complex CMOS logic gate.
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It is seen that there is a common sequence (E - D - A - B - C) in both graphs, i.e., a
'Euler path. The polysilicon gate columns can be arranged according to this sequence,
which results in uninterrupted p-type and n-type diffusion areas. The stick diagram of the
new layout is shown in Fig. 7.22. In this case, the polysilicon column separation Ad has
to allow for only one metal-to-diffusion contact. The advantages of this new layout are
more compact (smaller) layout area, simple routing of signals, and consequently, less
parasitic capacitance.

As a further example of complex CMOS gates, the full-CMOS implementation of the
exclusive-OR (XOR) function is shown in Fig. 7.23. Note that two additional inverters
are also needed to obtain the inverse of both input variables (A and B). With these
inverters, the CMOS XOR circuit in Fig. 7.23 requires a total of 12 transistors. Other
CMOS realizations of the XOR gate that can be implemented with fewer transistors will
be examined later.
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A nt A@B =AB+AB

Voul

Figure 7.23. Full-CMOS implementation of the XOR function.

AOI and OAI Gates

While theoretically there are no strict limitations on the topology of the pull-down and
the corresponding pull-up networks in a complex CMOS logic gate, we may recognize
two important circuit categories as subsets of the general complex CMOS gate topology.
These are the AND-OR-INVERT (AOI) gates and the OR-AND-INVERT (OAI) gates.
The AOI gate, as its name suggests, enables the sum-of-products realization of a Boolean
function in one logic stage (Fig. 7.24). The pull-down net of the AOI gate consists of
parallel branches of series-connected nMOS driver transistors. The corresponding p-type
pull-up network can simply be found using the dual-graph concept.

I



VDD

vout

Figure 7.24. An AND-OR-INVERT (AOI) gate and the corresponding pull-down net.

The OAI gate, on the other hand, enables the product-of-sums realization of a
Boolean function in one logic stage (Fig. 7.25). The pull-down net of the OAI gate
consists of series branches of parallel-connected nMOS driver transistors, while the
corresponding p-type pull-up network can be found using the dual-graph concept.

vou'

Al

Figure 7.25. An OR-AND-INVERT (OAI) gate, and the corresponding pull-down net.
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Pseudo-nMOS Gates

The large area requirements of complex CMOS gates present a problem in high-density
designs, since two complementary transistors, one nMOS and one pMOS, are needed for
every input. One possible approach to reduce the number of transistors is to use a single
pMOS transistor, with its gate terminal connected to ground, as the load device (Fig.
7.26). With this simple pull-up arrangement, the complex gate can be implemented with
much fewer transistors. The similarities of pseudo-nMOS gates to depletion-load nMOS
logic gates are obvious.

The most significant disadvantage of using a pseudo-nMOS gate instead of a full-
CMOS gate is the nonzero static power dissipation, since the always-on pMOS load
device conducts a steady-state current when the output voltage is lower than VDD. Also,
the value of VOL and the noise margins are now determined by the ratio of the pMOS load
transconductance to the pull-down or driver transconductance.

Combinational
MOS Logic

Circuits

(out

A--

Figure 7.26. The pseudo-nMOS implementation of the OAI gate in Fig. 7.25.

- Example 7.2.

The simplified layout of a CMOS complex logic circuit is given below. Draw the
corresponding circuit diagram, and find an equivalent CMOS inverter circuit for
simultaneous switching of all inputs, assuming that (W/L)p = 15 for all pMOS transistors
and (W/L) = 10 for all nMOS transistors.

0. -
289
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The circuit diagram can be found from the layout by inspection:

The Boolean function realized by this circuit is

Z=(D+E+A)(B+C)
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The equivalent (WIL) ratios of the nMOS network and the pMOS network are determined
by using the series-parallel equivalency rules discussed earlier in this chapter, as follows.

1
1, 
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1 + 1 =12.51 11 11

15 15 15 15 15

CMOS Full-Adder Circuit

The one-bit full adder circuit is one of the most widely used building blocks in all data
processing (arithmetic) and digital signal processing architectures. In the following, we
will examine the circuit structure and the realization of the full adder using the
conventional CMOS design style.

The sumout and carry-out signals of the full adder are defined as the following two
combinational Boolean functions of the three input variables, A, B, and C.

sum_ out =A3B$C

=ABC+ABC+ABC+ACB

carry_ out = AB + AC + BC

A gate-level realization of these two functions is shown in Fig. 7.27. Note that instead of
realizing the two functions independently, we use the carry-out signal to generate the sum
output. This implementation will ultimately reduce the circuit complexity and, hence,
save chip area. Also, we identify two separate sub-networks consisting of several gates
(highlighted with dashed boxes) which will be utilized for the transistor-level realization
of the full-adder circuit.
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B
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Figure 7.27. Gate-level schematic of the one-bit full-adder circuit.

The transistor-level design of the CMOS full-adder circuit is shown in Fig. 7.28.
Note that the circuit contains a total of 14 nMOS and 14 pMOS transistors, together
with the two CMOS inverters which are used to generate the outputs.

VW0

sum

Figure 7.28. Transistor-level schematic of the one-bit full-adder circuit.

The mask layout of the full-adder circuit, which has been designed using the simple
layout optimization strategy described earlier in this section, is shown in Fig. 7.29.
Note, however, that all nMOS and pMOS transistors in this layout have the same (WIL)
ratio. In order to optimize the transient (time-domain) performance of the circuit, it is
usually necessary to adjust the transistor dimensions individually, as already shown in
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Chapter 6. A performance-optimized and more compact mask layout of the same
CMOS full-adder circuit is shown in Fig. 7.30.
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Figure 7.29. Mask layout of the CMOS full-adder circuit using minimum-size transistors.
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Figure 7.30. Mask layout of the optimized CMOS full adder circuit.

The simulated input and output voltage waveforms of the one-bit CMOS full adder are
shown in Fig. 7.31. Please refer to the detailed design example that was presented in
Chapter 1 for further design information.
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Figure 7.31. Simulated input and output waveforms of the CMOS full-adder circuit.

The full-adder circuit presented here can be used as the basic building block of a
general n-bit binary adder, which accepts two n-bit binary numbers as input and produces
the binary sum at the output. The simplest such adder can be constructed by a cascade-'
connection of full adders, where each adder stage performs a two-bit addition, produces
the corresponding sum bit, and passes the carry output on to the next stage. Hence, this
cascade-connected adder configuration is called the carry ripple adder (Fig. 7.32). The
overall speed of the carry ripple adder is obviously limited by the delay of the carry bits
rippling through the carry chain; therefore, a fast carry-out response becomes essential
for the overall performance of the adder chain.

s0 S1 S2

c I 
ok Adder Full er C ...(F) (FA) (FA)

AO Bo A, B A2 B2 A7 B7

Figure 7.32. Block diagram of a carry ripple adder chain consisting of full adders.
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7.5. CMOS Transmission Gates (Pass Gates)

In this section, we will examine a simple switch circuit called the CMOS transmission

gate (TG) or pass gate, and present a new class of logic circuits which use the TGs as their

basic building blocks. As shown in Fig. 7.33, the CMOS transmission gate consists of one

VnMOS and one pMOS transistor, connected in parallel. The gate voltages applied to these

two transistors are also set to be complementary signals. As such, the CMOS TG operates

as a bidirectional switch between the nodes A and B which is controlled by signal C.

If the control signal C is logic-high, i.e., equal to VDD, then both transistors are turned

on and provide a low-resistance current path between the nodes A and B. If, on the other

hand, the control signal C is low, then both transistors will be off, and the path between

the nodes A and B will be an open circuit. This condition is also called the high-impedance
state.
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Note that the substrate terminal of the nMOS transistor is connected to ground and

the substrate terminal of the pMOS transistor is connected to VDD. Thus, we must take into

account the substrate-bias effect for both transistors, depending on the bias conditions.

Figure 7.33 also shows three other commonly used symbolic representations of the

CMOS transmission gate.
For a detailed DC analysis of the CMOS transmission gate, we will consider the

following bias condition, shown in Fig. 7.34. The input node (A) is connected to a

constant logic-high voltage, Vjn = VDD. The control signal is also logic-high, thus ensuring

that both transistors are turned on. The output node (B) may be connected to a capacitor,

which represents capacitive loading of the subsequent logic stages driven by the

transmission gate. We will now investigate the input-output current-voltage relationship

of the CMOS TG as a function of the output voltage Van.

C

I
A B

T
C

1
A RAB

T
c

z

A BC

C

Figure 7.33. Four different representations of the CMOS transmission gate (TG).

It can be seen from Fig. 7.34 that the drain-to-source and the gate-to-source voltages

of the nMOS transistor are



VDS,. = VDD -ou

VGSn = VDD Vout
(7.45)

Thus, the nMOS transistor will be turned off for V 0,u > VDD - VT and will operate in the
saturation mode for V0,, < VDD - VT,,. The VDS and VGS voltages of the pMOS transistor
are

VDS, p = VOUt - VDD

VGS P =-VDD
(7.46)

Consequently, the pMOS transistor is in saturation for V0ut < IVTPI, and it operates in the
linear region for VW > IVT 1. Note that, unlike the nMOS transistor, the pMOS transistor
remains turned on, regardless of the output voltage level VO",

This analysis has shown that we can identify three operating regions for the CMOS
transmission gate, depending on the output voltage level. These operating regions are
depicted in Fig. 7.34 as functions of Vout. The total current flowing through the
transmission gate is the sum of the nMOS drain current and the pMOS drain current.

ID 'DS,n + ISDp (7.47)

ov

vout

VDD

Region 1

nMOS: saturation
pMOS: saturation

OV

Region 2

nMOS: saturation
pMOS: linear reg.

I VT' I

Region 3

nMOS: cut-off
pMOS: linear reg.

(VDD -VTn) VDD
Vout

Figure 7.34. Bias conditions and operating regions of the CMOS transmission gate, shown as
functions of the output voltage.
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At this point, we may devise an equivalent resistance for each transistor in this structure, 297
as follows.

Combinational
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Reqn = VDD - Kg Circuits
IDS,.

Req~p = VDD - (7.48)

1SDP

The total equivalent resistance of the CMOS TG will then be the parallel equivalent of
these two resistances, Reqn and Resqp. Now, we will calculate the equivalent resistance
values for the three operating regions of the transmission gate.

Region I

Here, the output voltage is smaller than the absolute value of the pMOS transistor
threshold voltage, i.e., V < IVTPI. According to Fig. 7.34, both transistors are in
saturation. We obtain the equivalent resistance of both devices as

2 _ (VDD Vsu.t)
Reqn ( VDD Kw-VT, n )2 (7.49)

R _2 ( VDD Vut )
Req,p kP 2(V _IV ) (7.50)

kV (vDD |VT,P|)

Note that the source-to-substrate voltage of the nMOS transistor is equal to the output
voltage VOwU, while the source-to-substrate voltage of the pMOS transistor is equal to zero.
Thus, we have to take into account the substrate-bias effect for the nMOS transistor in our
calculations.

Reinn 2

In this region, IVTI < Vut < (VDD - VT,,). Thus, the pMOS transistor now operates in the
linear region, while the nMOS transistor continues to operate in saturation.

Re- 2 (VDD- Vut)

kn (VDD Vut VTn) (7.51)



2 ((VDD VOU )

p k [2(VDD -IV,, i ) (VDD V.,) DD V)2]

2 (7.52)

k, [2(VDD-|vT, )(VDD -V

Region 3

Here, the output voltage is V,, > (VDD - VT,). Consequently, the nMOS transistor will
be turned off, which results in an open-circuit equivalent. The pMOS transistor will
continue to operate in the linear region.

Req, p
2

k, [2(VDD -IVPI) (VbD -V..)] (7.53)

Combining the equivalent resistance values found for the three operating regions, we can
now plot the total resistance of the CMOS transmission gate as a function of the output
voltage VO,, as shown in Fig. 7.35.

R

0 (VDD - VT,n) VDD
Vout

Figure 7.35. Equivalent resistance of the CMOS transmission gate, plotted as a function of the
output voltage.
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It can be seen that the total equivalent resistance of the TG remains relatively
constant, i.e., its value is almost independent of the output voltage, whereas the individual
equivalent resistances of both the nMOS and the pMOS transistors are strongly depen-
dent on VOu,. This property of the CMOS TG is naturally quite desirable. A CMOS pass
gate which is turned on by a logic-high control signal can be replaced by its simple
equivalent resistance for dynamic analysis, as shown in Fig. 7.36.

VE
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Vout

load

t=o

t=o

+ VD Vout
VDD v Req iC C

Ila
.~ ~ ~ ~ ~ 1

Figure 7.36. Replacing the CMOS TG with its resistor equivalent for transient analysis.

F = AS + BS

Figure 7.37. Two-input multiplexor circuit implemented using two CMOS TGs.



The implementation of CMOS transmission gates in logic circuit design usually
results in compact circuit structures which may even require a smaller number of
transistors than their standard CMOS counterparts. Note that the control signal and its
complement must be available simultaneously for TG applications. Figure 7.37 shows a
two-input multiplexor circuit consisting of two CMOS transmission gates. The operation
of the multiplexor can be understood quite easily: If the control input S is logic-high, then
the bottom TG will conduct, and the output will be equal to the input B. If the control
signal is low, the bottom TG will turn off and the top TG will connect the input A to the
output node.

Figure 7.38 shows an eight-transistor implementation of the logic XOR function,
using two CMOS TGs and two CMOS inverters. The same function can also be
implemented using only six transistors, as shown in Fig. 7.39.

B1

'DB

Figure 7.38.

A

B

I - F = AB +AB

Eight-transistor CMOS TG implementation of the XOR function.

F =AB +AB

Figure 7.39. Six-transistor CMOS TG implementation of the XOR function.

Using the generalized multiplexor approach, each Boolean function can be realized
with a TG logic circuit. As an example, Figure 7.40(a) shows the TG logic implementa-
tion of a three-variable Boolean function. Note that the three input variables and their
inverses must be used to control the CMOS transmission gates. Including the three
inverters not shown here, the TG implementation requires a total of 14 transistors. An

300

CHAPTER 7



important point in TG logic design is that a conducting TG network (low-impedance path)
should always be provided between the output node and one of the inputs, for all possible
input combinations. This is to make sure that the output node with its capacitive load is
never left in a high-impedance state.
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V

F

(a)

(b)

Figure 7.40. (a) CMOS TG realization of a three-variable Boolean function. (b) All pMOS
transistors can be placed into one n-well to save area.



If each CMOS transmission gate in TG logic circuits is realized with a full nMOS-pMOS
pair, the disjoint n-well structures of the pMOS transistors and the diffusion contacts may
cause a significant overall area increase. In an attempt to reduce the silicon area occupied
by TG circuits, the transmission gates can be laid out as separated nMOS-pMOS pairs
with all pMOS transistors placed in one single n-well, as shown in Fig. 7.40(b). However,
the routing area required for connecting the p-type diffusion regions to input signals must
be carefully considered. The layout of the TG circuit is given in Fig. 7.41.

r

VDD

PIM1 DIFF.
|INWELL

P+

N POLY
3] MET-1

B B C A A C I _ MET-2

Figure 7.41. Mask layout of the CMOS TG circuit shown in Fig. 7.40.

Complementary Pass-Transistor Logic (CPL)

The complexity of full-CMOS pass-gate logic circuits can be reduced dramatically by
adopting another circuit concept, called Complementary Pass-transistor Logic (CPL).
The main idea behind CPL is to use a purely nMOS pass-transistor network for the logic
operations, instead of a CMOS TG network. All inputs are applied in complementary
form, i.e., every input signal and its inverse must be provided; the circuit also produces
complementary outputs, to be used by subsequent CPL stages. Thus, the CPL circuit
essentially consists of complementary inputs, an nMOS pass transistor logic network to
generate complementary outputs, and CMOS output inverters to restore the output
signals. The circuit diagrams of a CPL NOR2 and a CPL NAND2 are shown in Fig. 7.42.

The elimination of pMOS transistors from the pass-gate network significantly
reduces the parasitic capacitances associated with each node in the circuit, thus, the
operation speed is typically higher compared to a full-CMOS counterpart. But the
improvement in transient characteristics comes at a price of increased process complex-
ity. In CPL circuits, the threshold voltages of the nMOS transistors in the pass-gate
network must be reduced to about 0 V through threshold-adjustment implants, in order
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to eliminate the threshold-voltage drop. This, on the other hand, reduces the overall noise
immunity and makes the transistors more susceptible to subthreshold conduction in the
off-mode. Also note that the CPL design style is highly modular, a wide range of functions
can be realized by using the same basic pass-transistor structures.

A B B A
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A B E A

B

(a) (b)

Figure 7.42. Circuit diagram of (a) CPL NAND2 gate and (b) CPL NOR2 gate.

Regarding the transistor count, CPL circuits do not always offer a marked advantage
over conventional CMOS. The NAND2 and NOR2 circuits shown in Fig. 7.42 each
consist of 8 transistors. XOR and XNOR functions realized with CPL have a similar
complexity (i.e., transistor count) as conventional CMOS realizations. The same obser-
vation is true for the realization of full adders with CPL. The circuit diagram of a CPL-
based XOR gate is shown in Fig. 7.43. Here, the cross-coupled pMOS pull-up transistors
are used to speed up the output response. Transistor widths are given in A-units. Figure
7.44 shows the circuit diagram of a CPL full-adder circuit consisting of 32 transistors. The
mask layout of this CPL circuit is given in Fig. 7.45.

VX%

Figure 7.43. Circuit diagram of a CPL-based XOR gate.
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Figure 7.4Cici igrmo P ul adder.L

A A |Cl

A A C

Figure 7.44. Circuit diagrarn of a CPL full adder.

a-
z
0

Figure 7.45. Mask layout of the CPL full adder shown in Fig. 7.44.
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Exercise Problems

7.1 A CMOS circuit was designed based on company XYZ's 3-pm design rules, as
shown in Fig. P7.1 with WN = 7 gim and W = 15 gum.

(a) Determine the circuit configuration and draw the circuit diagram.
(b) For simple hand analysis, make the following assumptions:

i) Wiring parasitic capacitances and resistances are negligible.
ii) Device parameters are

VTO
t.
k 

Xi

LD

nMOS
1.0V
500 A
20 gA/V2

0.5 gm
0.5 gm

pMOS
-1.0 V
500 A
10 A/V2

0.5 gum
0.5 gum

iii) The total capacitance at node I is 0.6 pF.
iv) An ideal step-pulse signal is applied to the CK terminal such that

VCK = 5 V,
VCK = V,
VCK=5 V,
VDD = 5 V

t<0
0< t<T
t T"

v) At t = 0, the node voltage at I is zero.
vi) The input voltages at AI, B 1, and B2 are zero for 0 < t < TW.

Find the minimum Tw that allows V to reach 2.5 V.

CK

VDD

z

HDIFF.

| |NWELL

GND +
POLY

A B, B2 Em MET-1

Figure P7.1
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7.2 Calculate the equivalent WIL of the two nMOSTs with W1 /L and W2/L 307
connected in series. For simplicity, neglect the body effect, i.e., the threshold
voltages of individual transistors are constant and do not depend on the source Combinational
voltages. Although this is not true in reality, such an assumption is necessary for MOS Logic
simple analysis with a reasonably good approximation. Circuits

7.3 Analytical expressions for Vh (logic) have been derived in Chapter 7 for the CMOS
NOR2 gate. Now consider the CMOS NAND2 gate for the following cases and use
kP= kh= 100 ,uA/V2:

* two inputs switching simultaneously
* top nMOS switching while the bottom nMOS's gate is tied to VDD

* top nMOS gate is tied to VDD and the gate input of the bottom nMOS is changing

(a) Derive an analytical expression for Vth corresponding to the first
case. Also find the Vth value for the first case for VDD= V when the magnitudes
of the threshold voltages are 1 V with y = 0.

(b) Determine Vth for all three cases by using SPICE.

(c) For Cad = 0.2 pF, calculate 50% delays (low-to-high and high-to-low
propagation delays) for an ideal pulse input signal for each of the three cases by
assuming that Cload includes all of the internal parasitic capacitances. Verify the
results using SPICE.

7.4 Write down the SPICE input description for transistor connections, source
and drain parasitics in terms of areas, and perimeters for the layout shown in Example
7.2. Neglect the wiring capacitances in the polysilicon and metal runners. Default
model names to be used for pMOS and nMOS are MODP and MODN. Assume L =
1 lgm and Y = 10 gm for all transistors.

7.5 For the gate shown in Fig. P7.5,

* Pull-up transistor ratio is 5/5
* Pull-down transistor ratios are 100/5
* V7n= 1.0 V
*y-0,4V1 2

. Y = 0. VV

(a) Identify the worst-case input combination(s) for VOL.
(b) Calculate the worst-case value of VOL. (Assume that all pull-down transistors

have the same body bias and initially, that VOL 5% VDD.)
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Figure P7.5

7.6 A store has one express register and three regular ones. It is the store policy that the
express register be open only when two or more of the other registers are busy.
Assume that the Boolean variables A, B, and C reflect the status of each of the regular
registers (1 busy, 0 idle). Design the logic circuit, with A, B, and C as inputs and F
as output, to automatically notify the manager (by setting F = 1) to open the express
register. Present two solutions, the first using only NAND gates, the second using
only NOR gates.

7.7 Calculate VOL, VOH VIL, VIH, NML, and NMH for a two-input NOR gate fabricated
with CMOS technology.

(W/L)P =4
(W/L), = 1
VT = 0.7 V
VTP =-0.7 V
IH"C, = 40 gA/V2

C = 20 A/V2

V Ox 5V
DD-

Compare your answers with SPICE simulation results.

7.8 Use a layout editor (e.g., Magic) to design a two-input CMOS NAND gate.
All devices have W = 10 gum. The n-channel transistors have Leff = 1 m and the p-.
channel transistors have Leff = 2 tm. Calculate the drawn channel lengths by
assuming that LD = 0.25 gim. Use the design rule checker to avoid rule violations.
Finally, have the layout editor perform parasitic capacitance extraction.



7.9 Assume that the 2-input NAND gate in Problem 7.8 is driving a 0. 1 pF load. Use
hand calculations to estimate tpLH and tpHL. Do not forget to add in the parasitic
capacitances extracted from your layout! Check your answer with SPICE. Use:

kn'= 20 gA/V2

kP = 10 gA/V2

VT" = IVTPI = 10 V
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7.10 Consider the logic circuit shown in Fig. P7.10, with VTO(enhancement) = 1 V,
VTO(depletion) = - 3 V, and y = 0.

(a) Determine the logic function F.

(b) Calculate WL/LL such that VOL does not exceed 0.4 V.

(c) Qualitatively, would WL/LL increase or decrease if the same conditions in (b)
are to be achieved but y = 0.4 Vn?

F

Figure P7. 10

7.11 Consider the circuit shown in Fig. P7.1 1.

(a) Determine the logic function F.

(b) Design a circuit to implement the same logic function, but using NOR gates.
Draw a transistor-level schematic and use nMOS E-D technology.



310 (c) Design a circuit to implement the same logic function, but use an
AOI (AND-OR-INVERT) gate. Draw a transistor-level schematic and use,

CHAPTER 7 CMOS technology.

F

Figure P7.11

7.12 The enhancement-type MOS transistors have the following parameters:

VDD = V
I VMj = 1.0 V for both nMOS and pMOS transistor
X = 0.0 V-l
,upC0, = 20 A/V2

pnC0 , = 50 pA/V2

For a CMOS complex gate OAI432 with (W/L)p = 30 and (W/L) = 40,

(a) Calculate the WIL sizes of an equivalent inverter with the weakest
pull-down and pull-up. Such an inverter can be used to calculate worst-case pull-
up and pull-down delays, with proper incorporation of parasitic capacitances at
internal nodes into the total load capacitance. In this problem, you are asked to
calculate only (W/L)worse case for both p-channel and n-channel MOSFETs by
neglecting the parasitic capacitances.

(b) Do the layout of OAI432 with minimal diffusion breaks to reduce the number
of polysilicon column pitches. With proper ordering of polysilicon gate col-
umns, the number of diffusion breaks can be minimized. One way of achieving
such a goal is to find a Euler path common to both p-channel and n-channel nets
using graph models. Symbolic layout that shows source and drain connections
is sufficient to answer this problem.

7.13 Consider a fully complementary CMOS transmission gate with its input
terminal tied to ground (0 V) while the other non-gate terminal is tied to a 1 pF
load capacitor initially charged to 5 V. Use the V., , and kn'values in Problem
7.12. At t = 0, both transistors are fully turned on by clock signals to start the
discharge of the capacitor.



(a) Plot the effective resistance of this transmission gate as a function of capacitor
voltage when (W/L) = 50 and (W/L). = 40. From the plot find the average value
of the resistance. Then calculate the RC delay for the capacitor voltage to change
from 5 V to 2.5 V. This can be found by solving the RC-circuit differential'
equation.
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(b) Verify your answer to part (a) by using SPICE simulation. The
source/drain parasitic capacitances can be neglected.



CHAPTER 8

SEQUENTIAL;
MOS LOGIC CIRCUITS

8.1. Introduction

In all of the combinational logic circuits examined in Chapter 7, if we neglect the
propagation delay time, the output levels at any given time point are directly determined
as Boolean functions of the input variables applied at that time. Thus, the combinational
circuits lack the capability of storing any previous events, or displaying an output
behavior which is dependent upon the previously applied inputs. Circuits of this type are
also classified as non-regenerative circuits, since there is no feedback relationship
between the output and the input.

The other major class of logic circuits is called sequential circuits, in which the
output is determined by the current inputs as well as the previously applied input
variables. Figure 8. 1(a) shows a sequential circuit consisting of a combinational circuit
and a memory block in the feedback loop. In most cases, the regenerative behavior of
sequential circuits is due to either a direct or indirect feedback connection between the
output and the input. Regenerative operation can, under certain conditions, also be
interpreted as a simple memory function. The critical components of sequential systems
are the basic regenerative circuits, which can be classified into three main groups:
bistable circuits, monostable circuits, and astable circuits. The general classification of
non-regenerative and regenerative logic circuits is shown in Fig. 8.1.
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(non-regenerative) (regenerative)

(b)

CBistable M 9onotal Astable)

Figure 8.1. (a) Sequential circuit consisting of a combinational logic block and a memory
block in the feedback loop. (b) Classification of logic circuits based on their temporal behavior.

Bistable circuits have, as their name implies, two stable states or operation modes,
each of which can be attained under certain input and output conditions. Monostable
circuits, on the other hand, have only one stable operating point (state). Even if the circuit
experiences an external perturbation, the output eventually returns to the single stable
state after a certain time period. Finally, in astable circuits, there is no stable operating
point or state which the circuit can preserve for a certain time period. Consequently, the
output of an astable circuit must oscillate without settling into a stable operating mode.
The ring oscillator circuit examined in Chapter 6 would be a typical example of an astable
regenerative circuit.

Among these three main groups of regenerative circuit types, the bistable circuits are
by far the most widely used 'and the most important class. All basic latch and flip-flop
circuits, registers, and memory elements used in digital systems fall into this category.
In the following, we will first examine the electrical behavior of the simple bistable
element, and then present some of its useful applications.

A
B
C

(a)(a)

(b)
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8.2. Behavior of Bistable Elements

The basic bistable element to be examined in this section consists of two identical cross-
coupled inverter circuits, as shown in Fig. 8.2(a). Here, the output voltage of inverter (1)
is equal to the input voltage of inverter (2), i.e., v. = Vi2, and the output voltage of inverter
(2) is equal to the input voltage of inverter (1), i.e., v02 = vi. In order to investigate the
static input-output behavior of both inverters, we start by plotting the voltage transfer
characteristic of inverter (1) with respect to the v - v, axis pair Notice that the input and
output voltages of inverter (2) correspond to the output and input voltages of inverter (1),
respectively. Consequently, we can also plot the voltage transfer characteristic of inverter
(2) using the same axis pair, as shown in Fig. 8.2(b).

(a)
En

Bistable Behavior

(b)

il' Vo2

(c)

Figure 8.2. Static behavior of the two-inverter basic bistable element: (a) Circuit schematic.
(b) Intersecting voltage transfer curves of the two inverters, showing the three possible operating
points. (c) Qualitative view of the potential energy levels corresponding to the three operating
points.

It can be seen that the two voltage transfer characteristics intersect at three points.
Simple reasoning can help us to conclude that two of these operating points are stable,
as indicated in Fig. 8.2(b). If the circuit is initially operating at one of these two stable
points, it will preserve this state unless it is forced externally to change its operating point.
Note that the gain of each inverter circuit, i.e., the slope of the respective voltage transfer
curves, is smaller than unity at the two stable operating points. Thus, in order to change
the state by moving the operating point from one stable point to the other, a sufficiently
large external voltage perturbation must be applied so that the voltage gain of the inverter
loop becomes larger than unity.
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On the other hand, the voltage gains of both inverters are larger than unity at the third
operating point. Consequently, even if the circuit is biased at this point initially, a small
voltage perturbation at the input of any of the inverters will be amplified, causing the
operating point to move to one of the stable operating points. This leads to the conclusion
that the third operating point is unstable. The circuit has two stable operating points,
hence, it is called bistable.

The bistable behavior of the cross-coupled inverter circuit can also be visualized
qualitatively by examining the total potential energy level at each of the three possible
operating points (Fig. 8.2(c)). It is seen that the potential energy is at its minimum at two
of the three operating points, since the voltage gains of both inverters are equal to zero.
By contrast, the energy attains a maximum at the operating point at which the voltage
gains of both inverters are maximum. Thus, the circuit has two stable operating points
corresponding to the two energy minima, and one unstable operating point corresponding
to the potential energy maximum.

VOH

Vth

VOL

.2

(a)

. . ~~~~------ -- .
Vo 1----

V02

t

(b)

Figure 8.3. (a) Circuit diagram of a CMOS bistable element. (b) One possibility for the
expected time-domain behavior of the output voltages, if the circuit is initially set at its unstable
operating point.

Figure 8.3(a) shows the circuit diagram of a CMOS two-inverter bistable element.
Note that at the unstable operating point of this circuit, all four transistors are in
saturation, resulting in maximum loop gain for the circuit. If the initial operating
condition is set at this point, any small voltage perturbation will cause significant changes
in the operating modes of the transistors. Thus, we expect the output voltages of the two
inverters to diverge and eventually settle at VOH and VOL, respectively, as illustrated in
Fig. 8.3(b). The direction in which each output voltage diverges is determined by the
initial perturbation polarity. In the following, we will examine this event more closely
using a small-signal analysis approach.

Consider the bistable circuit shown in Fig. 8.4, which is initially operating at v=
V02 = Vh, i.e., at the unstable operating point. For our analysis, we will assume that the
input (gate) capacitance C of each inverter is much larger than its output (drain)c
capacitance Cd, i.e., Cg»> Cd.
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Figure 8.4. Small-signal input and output currents of the inverters.

The small-signal drain current supplied by each inverter (1 and 2) can be expressed, in
terms of the small-signal gate voltage of that inverter, as follows. Note that the drain
current of each inverter is also equal to the gate current of the other inverter.

igl = d2 = gm Vg2

ig2 = dl = gm Vgl
(8.1)

Here, gm represents the small-signal transconductance of the inverter. The gate voltages
of both inverters can be expressed in terms of the gate charges, q, and q2.

Vgl = q,

C
Vg2 = c2

g9
(8.2)

Note that the small-signal gate current of each inverter can be written as a function of the
time derivative of its small-signal gate voltage, as follows.

ii dvgl
i=C dt

'g gdvg2
lg~gdt

(8.3)

Combining (8.1) with (8.3), we obtain:

gm Vg2 = Cg dt

gm Vg = Cg dt

(8.4)

(8.5)

i . i.,

-



Expressing the gate voltages in terms of the gate charges, these two differential equations 317
can also be written as

g dq Sequential
Cg dt (8.6) MOS Logic
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gmq dq2F-ql d-t (8.7)

Both differential equations given in (8.6) and (8.7) can now be combined to yield a
second-order differential equation describing the time behavior of gate charge q,.

g = Cg d2q
Cg q

2t a, 2

dt 2 -C

This equation can also be expressed in a more simplified form by using o, the transit time
constant.

d 2 = 2 q
with o =-

,gm
(8.9)

The time-domain solution of (8.9) for q, yields

2() 2'(0) - (0) .(0) + t (8.10)

where the initial condition is given as:

q () = Cg * Vgl (O) (8.11)

Note that = v02 and v 2 = vol. Replacing the gate charge of both inverters with the
corresponding output-vottage variables, we obtain,

V.2(t) = (V 2 (°)- to V2'(0)) e + (Vo2 () + T V2'(0)) e O

Vol Wt = (vOl (0) - Tro vol'(0)) e T + (vO () + ro Vol '(0)) TO

(8.12)

(8.13)

(8.8)



For large values of t, the time-domain expressions (8.12) and (8.13) can be simplified as
follows.

vOl (t) 2 (VO (0) + T0 Vo(0))e O

vo2 (t) 2(Vo2 (0)+To Vo2 '(°))e
(8.14)

Note that the magnitude of both output voltages increases exponentially with time.
Depending on the polarity of the initial small perturbations dvo0 (O) and dvo2(O), the output
voltages of both inverters will diverge from their initial value of Yth to either VOL or VOH.
In fact, the polarity of the output-voltage perturbation dvol must always be opposite to that
of dvo2, because of the charge-conservation principle. Hence, the two output voltages
always diverge into opposite directions, as expected.

Vol: V'h - VOH or VOL

(8.15) X
vo2: Vh < VOL or VOH

Vo2

VOH

Vth

VOL Vol
VOL Vth VOH

Figure 8.5. Phase-plane representation of the bistable circuit behavior.

The phase-plane representation of this event, illustrated in Fig. 8.5, shows that the
operating point (ol = V1 th vo2 = Vth) is unstable. The two operating points (o0 = VOL, Vo2
= VOH) and (vol = VOH' vo2 = VOL) can be shown to be stable, using small-signal models
at the corresponding operating points.

In addition to the time-domain analysis presented here, an interesting observation
can be made for the two-inverter bistable element: While the bistable circuit is settling
from its unstable operating point into one of its stable operating points, we can envision
a signal traveling the loop consisting of the two cascaded inverters several times (Fig.
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8.6). The time-domain behavior of the output voltage vol during this period is approxi- 319
mated as follows:

+( t :Sequential
-o =e+T (8.16) MOS Logic
Vol ( ) Circuits

If during a time interval T, the signal travels the loop n times, then this is equivalent
to the same signal propagating along a cascaded inverter chain consisting of 2n inverters.
Expressing the loop gain (combined voltage gain of two cascaded inverters) with A, we
obtain,

Loop

Loopi1 Loop 2 Loop n

A1 A2

---__ -________________________ ----------------------------- /--------------------------------------- -

evte 

. _ . ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ - - -

Figure 8.6. Propagation of a transient signal in the two-inverter loop during settling.
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An =e (8.17)
CHAPTER 8

This expression describes the time-domain behavior of the diverging process until it
reaches stable points, as depicted in Fig. 8.6.

8.3. The SR Latch Circuit

The bistable element consisting of two cross-coupled inverters (Fig. 8.2) has two stable
operating modes, or states. The circuit preserves its state (either one of the two possible
modes) as long as the power supply voltage is provided; hence, the circuit can perform
a simple memory function of holding its state. However, the simple two-inverter circuit
examined above has no provision for allowing its state to be changed externally from one
stable operating mode to the other. To allow such a change of state, we must add simple
switches to the bistable element, which can be used to force or trigger the circuit from one
operating point to the other. Figure 8.7 shows the circuit structure of the simple CMOS
SR latch, which has two such triggering inputs, S (set) and R (reset). In the literature, the
SR latch is also called an SR flip-flop, since two stable states can be switched back and
forth. The circuit consists of two CMOS NOR2 gates. One of the input terminals of each
NOR gate is used to cross-couple to the output of the other NOR gate, while the second
input enables triggering of the circuit.

R

Figure 8.7. CMOS SR latch circuit based on NOR2 gates.

The SR latch circuit has two complementary outputs, Q and Q. By definition, the
latch is said to be in its set state when Q is equal to logic " 1 " and Q is equal to logic "0."
Conversely, the latch is in its reset state when the output Q is equal to logic "0" and Q is
equal to "1." The gate-level schematic of the SR latch consisting of two NOR2 gates, and
the corresponding block diagram representation are shown in Fig. 8.8. It can easily be
seen that when both input signals are equal to logic "0," the SR latch will operate exactly



like the simple cross-coupled bistable element examined earlier, i.e., it will preserve
(hold) either one of its two stable operating points (states) as determined by the previous
inputs.

If the set input (S) is equal to logic "1" and the reset input is equal to logic "0," then
the output node Q will be forced to logic " 1 " while the output node Q is forced to logic
"0." This means that the SR latch will be set, regardless of its previous state.
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NOR-based
SR Latch

R- Q

Figure 8.8. Gate-level schematic and block diagram of the NOR-based SR latch.

Similarly, if S is equal to "0" and R is equal to " ," then the output node Q will be forced
to "0" while Q is forced to "1." Thus, with this input combination, the latch is reset,
regardless of its previously held state. Finally, consider the case in which both of the
inputs S and R are equal to logic " ." In this case, both output nodes will be forced to logic
"0," which conflicts with the complementarity of Q and Q. Therefore, this input
combination is not permitted during normal operation and is considered to be a not-
allowed condition. The truth table of the NOR-based SR latch is summarized in the
following:

Table 8.1. Truth table of the NOR-based SR latch circuit

The operation of the CMOS SR latch circuit shown in Fig. 8.7 can be examined in
more detail by considering the operating modes of the four nMOS transistors, MI, M2,
M3, and M4. If the set input () is equal to VOH and the reset input (R) is equal to VOL,
both of the parallel-connected transistors Ml and M2 will be on. Consequently, the
voltage on node Q will assume a logic-low level of VOL = 0. At the same time, both M3

S R Qnl Q+,+ Operation

O ,,Qn Qn hold

1 0 1 0 set
0 1 0 1 reset
1 1 0 0 not allowed



and M4 are turned off, which results in a logic-high voltage VOH at node Q. If the reset
input (R) is equal to VOH and the set input (S) is equal to VOL, the situation will be reversed
(Ml and M2 turned off and M3 and M4 turned on).

When both of the input voltages are equal to VOL' on the other hand, there are two
possibilities. Depending on the previous state of the SR latch, either M2 or M3 will be
on, while both of the trigger transistors MI and M4 are off. This will generate a logic-low
level of VOL = O at one of the output nodes, while the complementary output node is at VOH.
The static operation modes and voltage levels of the NOR-based CMOS SR latch circuit
are summarized in the following table. For simplicity, the operating modes of the
complementary pMOS transistors are not explicitly listed here.

Table 8.2. Operation modes of the transistors in the NOR-based CMOS SR latch circuit.

For the transient analysis of the SR latch circuit, we have to consider an event which
results in a state change, i.e., either an initially reset latch being set by applying a set
signal, or an initially set latch being reset by applying the reset signal. In either case, we
note that both of the output nodes undergo simultaneous voltage transitions. While one
output is rising from its logic-low level to logic-high, the other output node is falling from
its initial logic-high level to logic-low. Thus, an interesting problem is to estimate the
amount of time required for the simultaneous switching of the two output nodes. The
exact solution of this problem obviously requires the simultaneous solution of two
coupled differential equations, one each for each output node. The problem can, however,
be simplified considerably if we assume that the two events described above take place
in sequence rather than simultaneously. This assumption causes an overestimation of the
switching time.

To calculate the switching times for both output nodes, we first have to find the total
parasitic capacitance associated with each node. Simple inspection of the circuit shows
that the total lumped capacitance at each output node can be approximated as follows:

CQ =~. Cgb, 2 + Cgb, + CAb,3 + CAb,4 + Cdb, 7 + Csb,7 + Cdb,8

C-Q =!Cgb 3 + Cgb,7 + Cdb,1 + Cdb,2 + Cdb,5 + Csb,5 + Cdb,6

The circuit diagram of the SR latch is shown in Fig. 8.9 together with the lumped load
capacitances at the nodes Q and Q. Assuming that the latch is initially reset and that

(8.18)
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S R Qn+1 Qn+l Operation
VOH VOL VOH VOL MI and M2 on, M3 and M4 off
VOL VOH VOL VOH Ml and M2 off, M3 and M4 on
VOL VOL VOH VOL MI and M4 off, M2 on, or
VOL VOL VOL VOH MI and M4 off, M3 on
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Figure 8.9. Circuit diagram of the CMOS SR latch showing the lumped load capacitances at
'both output nodes.

a set operation is being performed by applying S = "1" and R = "0," the rise time associated
with node Q can now be estimated as follows.

Trise,Q (SR-latch)= Trise,Q(NOR2)+rfalQ (NOR2) (8.19)

Note that the calculation of the switching time Trise Q requires two separate calculations
for the rise and fall times of the NOR2 gates. It is obvious that by considering the two
events separately, i.e., first, one of the output node voltages (Q ) falling from high to low
due to turn-on of Ml, followed by the other node voltage (Q) rising from low to high due
to turn-off of M3, we are bound to overestimate the actual switching time for the SR latch.
Both M2 and M4 can be assumed to be off in this process, although M2 can be turned on
as Q rises, thus actually shortening the Q node fall time. This approach, however, yields
a simpler first-order prediction for the time delay, as opposed to the simultaneous solution
of two coupled differential equations.

The NOR-based SR latch can also be implemented by using two cross-coupled
depletion-load nMOS NOR2 gates, as shown in Fig. 8.10. From the logic point of view,
the operation principle of the depletion-load nMOS NOR-based SR latch is identical to
that of the CMOS SR latch. In terms of power dissipation and noise margins, however,
the CMOS circuit implementation offers a better alternative, since both of the CMOS
NOR2 gates dissipate virtually no static power for preserving a state, and since the output
voltages can exhibit a full swing between 0 and VDD.

Now consider a different approach for building the basic SR latch circuit. Instead of
using two NOR2 gates, we can use two NAND2 gates, as shown in Fig. 8.11. Here, one
input of each NAND gate is used to cross-couple to the output of the other NAND gate,
while the second input enables external triggering.



VDD Vnn

S R

Figure 8.10. Depletion-load nMOS SR latch circuit based on NOR2 gates.

VDD

[A

VDD

R

Figure 8.11. CMOS SR latch circuit based on NAND2 gates.

A close inspection of the NAND-based SR latch circuit reveals that in order to hold
(preserve) a state, both of the external trigger inputs must be equal to logic " 1." The
operating point or the state of the circuit can be changed only by pulling the set input to
logic zero or by pulling the reset input to zero. We can observe that if S is equal to "0"
and R is equal to " 1," the output Q attains a logic " 1 " value and the complementary output
Q becomes logic "0." Thus, in order to setthe NAND SR latch, a logic "0" must be applied
to the set () input. Similarly, in order to reset the latch, a logic "0" must be applied to
the reset (R) input. The conclusion is that the NAND-based SR latch responds to active
low input signals, as opposed to the NOR-based SR latch, which responds to active high
inputs. Note that if both input signals are equal to logic "0," both output nodes assume a
logic-high level, which is not allowed because it violates the complementarity of the two
outputs.
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The gate-level schematic and the corresponding block diagram representation of the
NAND-based SR latch circuit are shown in Fig. 8.12. The small circles at the S and R
input terminals indicate that the circuit responds to active low input signals. The truth
table of the NAND SR latch is also shown in the following. The same approach used in
the timing analysis of NOR-based SR latches can be applied to NAND-based SR latches.

The NAND-based SR latch can also be implemented by using two cross-coupled
depletion-load NAND2 gates, as shown in Fig. 8.13. While the operation principle is
identical to that of the CMOS NAND SR latch (Fig. 8.11) from the logic point of view,
the CMOS circuit implementation again offers a better alternative in terms of static power
dissipation and noise margins.

,4. -~
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Figure 8.12. Gate-level schematic and block diagram of the NAND-based SR latch.

S R

Figure 8.13. Depletion-load nMOS NAND-based SR latch circuit.

S R Q.+ Q Operation
o 0 1 1 not allowed
0 1 1 0 set
1 0 0 1 reset
1 1 Q,, X hold
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CHAPTER 8 Clocked SR Latch

All of the SR latch circuits examined in the previous section are essentially asynchronous
sequential circuits, which will respond to the changes occurring in input signals at a
circuit-delay-dependent time point during their operation. To facilitate synchronous
operation, the circuit response can be controlled simply by adding a gating clock signal
to the circuit, so that the outputs will respond to the input levels only during the active
period of a clock pulse. For simple reference, the clock pulse will be assumed to be a
periodic square waveform, which is applied simultaneously to all clocked logic gates in
the system.

S

CK

R

Figure 8.14. Gate-level schematic of the clocked NOR-based SR latch.

The gate-level schematic of a clocked NOR-based SR latch is shown in Fig. 8.14. It
can be seen that if the clock (CK) is equal to logic "0," the input signals have no influence
upon the circuit response. The outputs of the two AND gates will remain at logic "0,"
which forces the SR latch to hold its current state regardless of the S and R input signals.
When the clock input goes to logic " 1," the logic levels applied to the S and R inputs are
permitted to reach the SR latch, and possibly change its state. Note that as in the non-
clocked SR latch, the input combination S = R = "1" is not allowed in the clocked SR latch.
With both inputs S and R at logic " 1," the occurrence of a clock pulse causes both outputs
to go momentarily to zero. When the clock pulse is removed, i.e., when it becomes "0,"
the state of the latch is indeterminate. It can eventually settle into either state, depending
on slight delay differences between the output signals.

To illustrate the operation of the clocked SR latch, a sample sequence of CK, S, and
R waveforms, and the corresponding output waveform Q are shown in Fig. 8.15. Note that
the circuit is strictly level-sensitive during active clock phases, i.e., any changes occurring.
in the S and R input voltages when the CK level is equal to " 1 " will be reflected onto the
circuit outputs. Consequently, even a narrow spike or glitch occurring during an active
clock phase can set or reset the latch, if the loop delay is shorter than the pulse width.

Figure 8.16 shows a CMOS implementation of the clocked NOR-based SR latch
circuit, using two simple AOI gates. Notice that the AOI-based implementation of the
circuit results in a very small transistor count, compared with the alternative circuit
realization consisting of two AND2 and two NOR2 gates.

0
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Figure 8.15. Sample input and output waveforms illustrating the operation of the clocked NOR-
based SR latch circuit.

R S

Figure 8.16. AOI-based implementation of the clocked NOR-based SR latch circuit.

The NAND-based SR latch can also be implemented with gating clock input, as
shown in Fig. 8.17. It must be noted, however, that both input signals S and R as well as
the clock signal CK are active low in this case. This means that changes in the input signal
levels will be ignored when the clock is equal to logic " 1," and that inputs will influence
the outputs only when the clock is active, i.e., CK = "0." For the circuit implementation
of this clocked NAND-based SR latch, we can use a simple OAI structure, which is
essentially analogous to the AOI-based realization of the clocked NOR SR latch circuit.
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a

Figure 8.17. Gate-level schematic of the clocked NAND-based SR latch circuit, with active low
inputs.

A different implementation of the clocked NAND-based SR latch is shown in Fig.
8.18. Here, both input signals and the CK signal are active high, i.e., the latch output Q
will be set when CK = " 1," S = " 1," and R = "O." Similarly, the latch will be reset when
CK = "1," = "O," and R = "1." The latch preserves its state as long as the clock signal
is inactive, i.e., when CK = "O. " The drawback of this implementation is that the transistor
count is higher than the active low version shown in Fig. 8.17.

Q

(a)

Q

(b)

Figure 8.18. (a) Gate-level schematic of the clocked NAND-based SR latch circuit, with active
high inputs. (b) Partial block diagram representation of the same circuit.
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Clocked JK Latch

g AlI simple and clocked SR latch circuits examined to this point suffer from the common
problem of having a not-allowed input combination, i.e., their state becomes indetermi-
nate when both inputs S and R are activated at the same time. This problem can be
overcome by adding two feedback lines from the outputs to the inputs, as shown in Fig.
8.19. The resulting circuit is called a JK latch. Figure 8.19 shows an all-NAND
implementation of the JK latch with active high inputs, and the corresponding block
diagram representation. The JK latch is commonly called a JK flip-flop.
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Figure 8.19. Gate-level schematic of the clocked NAND-based JK latch circuit.

0

-Q

I

Figure 8.20. All-NAND implementation of the clocked JK latch circuit.

The J and K inputs in this circuit correspond to the set and reset inputs of the basic
SR latch. When the clock is active, the latch can be set with the input combination (J =
'1," K = "0"), and it can be reset with the input combination (J = "0," K = "1"). If both
inputs are equal to logic "0," the latch preserves its current state. If, on the other hand, both
inputs are equal to " 1 " during the active clock phase, the latch simply switches its state
due to feedback. In other words, the JK latch does not have a not-allowed input
combination. As in the other clocked latch circuits, the JK latch will hold its current state
when the clock is inactive (CK = "0"). The operation of the clocked JK latch is
summariz7e-d in the truth thl (Tadb R 

f
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Figure 8.21 shows an alternative, NOR-based implementation of the clocked JK
latch, and CMOS realization of this circuit. Note that the AOI-based circuit structure
results in a relatively low transistor count, and consequently, a more compact circuit
compared to the all-NAND realization shown in Fig. 8.20.

Table 8.3. Detailed truth table of the JK latch circuit.

While there is no not-allowed input combination for the JK latch, there is still a
potential problem. If both inputs are equal to logic " 1 " during the active phase of the clock
pulse, the output of the circuit will oscillate (toggle) continuously until either the clock
becomes inactive (goes to zero), or one of the input signals goes to zero. To prevent this
undesirable timing problem, the clock pulse width must be made smaller than the

K

Co

(a)

J

0

Figure 8.21. (a) Gate-level schematic of the clocked NOR-based JK latch circuit.
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J K Q Q S R Qn+j Qn+j Operation

0 0 0 1 1 1 0 1 hold

1 0 1 1 1 0
.......... ... .............. ..... .................................. ........ ....................

0 1 0 1 1 1 0 1 reset

1 0 1 0 0 1
............ ................ .. . . . . . I . .. . . . . . . . .. . . . . . . . .
1 0 0 1 0 1 1 0 set

1 0 1 1 1 0
.......... ... .............. ..... .................................. ........ ....................

1 1 0 1 0 1 1 0 toggle

1 0 0 0 0 1



(b)

Figure 8.21. (continued)

input-to-output propagation delay of the JK latch circuit. This restriction dictates that the
clock signal must go low before the output level has an opportunity to switch again, which
prevents uncontrolled oscillation of the output. However, note that this clock constraint
is difficult to implement for most practical applications.

Assuming that the clock timing constraint described above is satisfied, the output of
the JK latch will toggle (change its state) only once for each clock pulse, if both inputs
are equal to logic " 1 " (Fig. 8.22). A circuit which is operated exclusively in this mode is
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(b) CMOS AOI realization of the JK latch.
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Figure 8.22. Operation of the JK latch as a toggle switch.

: Master-Slave Flip-Flop

Most of the timing limitations encountered in the previously examined clocked latch
circuits can be prevented by using two latch stages in a cascaded configuration. The key

CK



332 operation principle is that the two cascaded stages are activated with opposite clock
phases. This configuration is called the master-slaveflip-flop. Our definition of flip-flop

CHAPTER 8 is designed to distinguish it from latches discussed previously, although they are mostly
used interchangeably in the literature.

°8

Qs

Figure 823. Master-slave flip-flop consisting of NAND-based JK latches.

The input latch in Fig. 8.23, called the "master," is activated when the clock pulse is
high. During this phase, the inputs J and K allow data to be entered into the flip-flop, and
the first-stage outputs are set according to the primary inputs. When the clock pulse goes
to zero, the master latch becomes inactive and the second-stage latch, called the "slave,"
becomes active. The output levels of the flip-flop circuit are determined during this
second phase, based on the master-stage outputs set in the previous phase.

Since the master and the slave stages are effectively decoupled from each other with
the opposite clocking scheme, the circuit is never transparent, i.e., a change occurring in
the primary inputs is never reflected directly to the outputs. This very important property
clearly separates the master-slave flip-flop from all of the latch circuits examined earlier
in this section. Figure 8.24 shows a sample set of input and output waveforms associated
with the JK master-slave flip-flop, which can help the reader to study the basic operation
principles.

Because the master and the slave stages are decoupled from each other, the circuit
allows for toggling when J = K = "1," but it eliminates the possibility of uncontrolled
oscillations since only one stage is active at any given time. A NOR-based alternative
realization for the master-slave flip-flop circuit is shown in Fig. 8.25.

Figure 8.24 also shows that the master-slave flip-flop circuit examined here has the
potential problem of "one's catching." When the clock pulse is high, a narrow spike or
glitch in one of the inputs, for instance a glitch in the J line (or K line), may set (or reset)
the master latch and thus cause an unwanted state transition, which will then be
propagated into the slave stage during the following phase. This problem can be
eliminated to a large extent by building an edge-triggered master-slave flip-flop, which
will be examined in the following section.
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Figure 8.24. Sample input and output waveforms of the master-slave flip-flop circuit.

Figure 8.25. NOR-based realization of the JK master-slave flip-flop.
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8.5. CMOS D-Latch and Edge-Triggered Flip-Flop

With the widespread use of CMOS circuit techniques in digital integrated circuit design,
a large selection of CMOS-based sequential circuits have also gained popularity and
prominence, especially in VLSI design. Throughout this chapter, we have seen examples
showing that virtually all of the latch and flip-flop circuits can be implemented with
CMOS gates, and that their design is quite straightforward. However, direct CMOS
implementations of conventional circuits such as the clocked JK latch or the JK master-
slave flip-flop tend to require a large number of transistors.

In this section, we will see that specific versions of sequential circuits built primarily
with CMOS transmission gates are generally simpler and require fewer transistors than
the circuits designed with conventional structuring. As an introduction to the issue, let us
first consider the simple D-latch circuit shown in Fig. 8.26. The gate-level representation
of the D-latch is simply obtained by modifying the clocked NOR-based SR latch circuit.
Here, the circuit has a single input D, which is directly connected to the S input of the
latch. The input variable D is also inverted and connected to the R input of the latch. It
can be seen from the gate-level schematic that the output Q assumes the value of the input
D when the clock is active, i.e., for CK = "1." When the clock signal goes to zero, the
output will simply preserve its state. Thus, the CK input acts as an enable signal which
allows data to be accepted into the D-latch.

a

Figure 8.26. Gate-level schematic and the block diagram view of the D-latch.

The D-latch finds many applications in digital circuit design, primarily for tempo-
rary storage of data or as a delay element. In the following, we will examine its simple
CMOS implementation. Consider the circuit diagram given in Fig. 8.27, which shows a
basic two-inverter loop and two CMOS transmission gate (TG) switches.

The TG at the input is activated by the CK signal, whereas the TG in the inverter loop
is activated by the inverse of the CK signal, CK. Thus, the input signal is accepted
(latched) into the circuit when the clock is high, and this information is preserved as the
state of the inverter loop when the clock is low. The operation of the CMOS D-latch
circuit can be better visualized by replacing the CMOS transmission gates with simple
switches, as shown in Fig. 8.28. A timing diagram accompanying this figure shows the
time intervals during which the input and the output signals should be valid (unshaded).
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Figure 8.27. CMOS implementation of the D-latch (version 1).

Note that the valid D input must be stable for a short time before (setup time, tetup)
and after (hold time, thoid) the negative clock transition, during which the input switch
opens and the loop switch closes. Once the inverter loop is completed by closing the loop
switch, the output will preserve its valid level. In the D-latch design, the requirements for
setup time and hold time should be met carefully. Any violation of such specifications can
cause metastability problems which lead to seemingly chaotic transient behavior, and can
result in an unpredictable state after the transitional period.

The D-latch shown in Fig. 8.27 is not an edge-triggered storage element because the
output changes according to the input, i.e., the latch is transparent, while the clock is high.
The transparency property makes the application of this D-latch unsuitable for counters
and some data storage implementations.

Figure 8.29 shows a different version of the CMOS D-latch. The circuit contains two
tristate inverters, driven by the clock signal and its inverse. Although the circuit appears
to be quite different from that shown in Fig. 8.27, the basic operation principle of the
circuit is the same as that shown in Fig. 8.28. The first tri-state inverter acts as the input
switch, accepting the input signal when the clock is high. At this time, the second tristate
inverter is at its high-impedance state, and the output Q is following the input signal.
When the clock goes low, the input buffer becomes inactive, and the second tristate
inverter completes the two-inverter loop, which preserves its state until the next clock
pulse.

Finally, consider the two-stage master-slave flip-flop circuit shown in Fig. 8.30,
which is constructed by simply cascading two, D-latch circuits. The first stage (master)
isidriven by the clock signal, while the second stage (slave) is driven by the inverted clock
signal. Thus, the master stage is positive level-sensitive, while the slave stage is negative
level-sensitive.
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Figure 8.28. Simplified schematic view and the corresponding timing diagram of the CMOS D-
latch circuit, showing the setup time and the hold time.

When the clock is, high, the master stage follows the D input while the slave stage
holds the previous value. When the clock changes from logic "1" to logic "," the master
latch ceases to sample the input and stores the D value at the time of the clock transition.
At the same time, the slave latch becomes transparent, passing the stored master value Qm
to the output of the slave stage, Q.. The input cannot affect the output because the master
stage is disconnected from the D input. When the clock changes again from logic 0" to

1," the slave latch locks in the master latch output and the master stage starts sampling
the input again. Thus, this circuit is a negative edge-triggered D flip-flop by virtue of the
fact that it samples the input at the falling edge of the clock pulse.
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Figure 8.29. CMOS implementation of the D-latch (version 2).
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Figure 8.30. CMOS negative (falling) edge-triggered master-slave D flip-flop (DFF).

Figure 8.31 shows the simulated input and output waveforms of the CMOS negative
edge-triggered D-type flip-flop. The output of the master stage latches the applied input
(D) when the clock signal is " 1", and the output of the slave stage becomes valid when
the clock signal drops to "0". Thus, the D-type flip-flop (DFF) essentially samples the
input at every falling edge of the clock pulse.

It should be emphasized that the operation of the DFF circuit can be seriously
affected if the master stage experiences a set-up time violation. This situation is
illustrated in Fig. 8.32, where the input D switches from "0" to "1" immediately before
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Figure 8.31. Simulated input and output waveforms of the CMOS DFF circuit in Fig. 8.30.
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Figure 8.32. Simulated waveforms of the CMOS DFF circuit, showing a set-up time violation
for the master stage input at 10 ns. The output of the master stage fails to settle at the correct level.
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the clock transition occurs (set-up time violation). As a result, the master stage fails to
latch the correct value, and the slave stage produces an erroneous output. The relative
timing of the input and clock signals are carefully synchronized to avoid such situations.
The layout of the CMOS DFF circuit is given in Fig. 8.33.

CK

VDD

DIFF.
_. ] NWELL

P+
_ POLY

E;3 MET-1

OND

Figure 8.33. Layout of the CMOS DFF shown in Fig. 8.30.

Another implementation of edge-triggered D flip-flop is shown in Fig. 8.34, which
consists of six NAND3 gates. This D flip-flop is positive edge-triggered as illustrated in
the waveform chart in Fig. 8.35. Initially, all the signal values except for S are 0, i.e., (S,
R, CK, D) = (1, 0, 0, 0), and Q = 0. In the second phase, both D and R switch to 1, i.e.,
(S, R, CK, D) = (1, 0, 1, 1), but no change in Q occurs and the Q value remains at 0.
However, in the third phase, if CK goes to high, i.e., (S, R, CK, D) = (1, 1, 1, 1), the output
of gate 2 switches to 0, which in turn sets the output of the last stage SR latch to 1. Thus,
the output of this D flip-flop switches to 1 at the positive-going edge of the clock signal,
CK. However, as can be observed in the ninth phase of the waveform diagram chart, the
Q output is not affected by the negative-going edge of CK, nor by other signal changes.

339

Sequential
MOS Logic

Circuits

Q



340

CHAPTER 8

CK

D

Figure 8.34. N)

CK0° 

D f

R 0 

S _

Figure 8.35. Ti

Figure 8.34. NAND3-based positive edge-triggered D flip-flop circuit.
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Figure 8.35. Timing diagram of the positive edge-triggered D flip-flop.
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Schmitt Trigger Circuit Circuits

In the following, we will examine the Schmitt trigger circuit, which is a very useful
regenerative circuit. The Schmitt trigger has an inverter-like voltage transfer character-
istic, but with two different logic threshold voltages for increasing and for decreasing
input signals. With this unique property, the circuit can be utilized for the detection of
low-to-high and high-to-low switching events in noisy environments.

The circuit diagram of a CMOS Schmitt trigger and the typical features of its voltage
transfer characteristic (VTC) are shown below. Also listed here is the corresponding
SPICE circuit input file. In the following, we will first calculate the important points in
the VTC, and then compare our results with SPICE simulation.

VDD

ml M3 IVout
V iLrfl_

vx
~~~~ Vout

VDD

vz
M6

M5K ~~~~~IL- .
Vth Vth+

CMOS Scbmitt Trigger DC analysis
vdd 5 0 dc 5V
vin 0 d lv
315 2 1 0 0 imn 1-lu w-lu
mA 3 1 2 0 nni 1-lu w-2.5u
m6 5 3 2 0 n 1-lu w=3u
nil 4 1 5 5 zip 1-lu w-lu
.2 3 1 4 5 zip 1-lu w-2.5u
m3 0 3 4 5 nip 1-lu w-3u
model ml zimos vto-1 gammn-0.4 kp-2.5e-5
.model nup pos vto--l ganu-0.4 kp-l.O.-5
.dvin 05 .1
.print dc v(3)
.end

t I
[� VI, -
zV

.4- 4-4. - V:-



342 We start our step-by-step analysis by considering a positive input sweep, i.e., assuming
that the input voltage is increasing from 0 to VDD.

CHAPTER 8
i) At Vin= 0V:

Ml and M2 are turned on, then

VX = VY = VDD 5.V

At the same time, M4 and M5 are turned off. M3 is off; M6 is on and operates in the
saturation region. Calculating the threshold voltage of M6 with 2 F =-0.6 V,

VDD VT, 6 =3.5 V

ii) At Vi = Ve = 1.0 V:
MS starts to turn on, M4 is still off.

Vx = V

iii) At Vin = 2.0 V:
Assume M4 is off, while both MS and M6 operate in the saturation region.

2 (~~ VT0( infl) = k( L) (VDD - -6

Solving this equation for Vz, we find that there is only one physically reasonable root.

=22. 976V

Now, we check our assumption made above, i.e., M4is indeed turned off:

VGS4= 2-2.976 =-0.976< VTOL = 1

iv) AtV( Wn= 3.5V:

Continues to decrease. Assuming MS in linear region and M6 in saturation,
we arrive at the following current equation.

= L) [ -2.vTO,)V - 976] k( L) (VDD - -



;

[2(3. 5 - 1. )V, z 3 (5 V - [ + 0. 4 (,F 6 < - .) ]) 

Solving this equation for Ve, we obtain, V, = 2.2 V. Now determine the gate-to-source
voltage of M4 as

VGS,4 =3 . - 2 .2 =1.3 > Ton =1

It is seen that at this point, M4 is already on. Thus, the analysis above, which is based on
the assumption that M4 is not conducting, can no longer be valid. At this input voltage,
node x is being pulled down toward "0." This can also be seen clearly from the simulation
results. We conclude that the upper logic threshold voltage Vth+ is approximately equal
to 3,5 V.
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Next, we consider a negative input sweep, i.e., assume that the input voltage is decreasing
from VDD to 0.

i) At Vi, =5.0 V:

M4 and M5 are on, so that the output voltage is V, = 0 V. The pMOS transistors MI
and M2 are off, and M3 is in saturation, thus,

1 (w 2-k' -I =0l ~ =0
2 ( L })3(° Vy - VT,3)= 

VY =-VT,3 =-VTO P-0.4 $0. 6 +VDD-V -- J

Vy = 1.5 [V]

ii) At Vi, = 4.0 V:

Ml is at the edge of turning on, M2 is off, and M3 is in saturation. The output voltage
is still unchanged.

iii) At Vi, = 3 0 V:
Ml is on and in saturation region. M3 is also in saturation, thus,

f '(W l~oP) lT)22k (LV -V, DD VTO,) = k-( ) (O Vy- VT,3

2[3-5-(- 1 )] 2



344 The solution of this equation yields:

CHAPTER 8 Vi,, = 2.02 V

Now we determine the gate-to-source voltage of M2 as

VGS,2 = 3 . - 2 .02 = 0. 9 8 > VToP 1

which indicates that M2 is still turned off at this point.

iv) At Vi, = 1. 5 V:
If M2 is still off, MI is in the linear region, and M3 is in the saturation region:

2k ( L ) (2(Vi VDD VToP)(VY VDD) - Y VDD)2)

I k'( L) Vy -VT, 3)

2(1.5 - 5 + )(Vy - 5) - (y 5)2

=3 -y-[-0.4(eO.6+5-Vy-0)]) 

Solving this quadratic equation yields

y =2.79V

It can be shown that at this point, the pMOS transistor M2 is already turned on.
Consequently, the output voltage is being pulled up to VDD. We conclude that the lower
logic threshold voltage Vth is approximately equal to 1.5 V.

The SPICE simulation results are plotted below for both increasing and decreasing input
voltages. The expected hysteresis behavior and the two switching thresholds are clearly
seen in the simulation results.
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Figure 8.36. Simulated output voltage waveforms of the CMOS Schmitt trigger circuit, for
increasing and for decreasing input voltage.

Exercise Problems

Figure P8.1 shows a schematic for a positive edge-triggered D flip-flop. Use
a layout editor (e.g., Magic) to design a layout of the circuit. Use CMOS technology,
and assume that you have n-type substrate. On the printout of your layout, clearly
indicate the location of each logic gate in the figure below. Also, calculate the
parasitic capacitances of your layout.

W = 4 gum and W = 8 m for all gates
LM = 2 m
LD = 0.2 5 m
VTOf = V
VTOP =- V
k'n = 40 A/V 2

k' = 25 A/V2

t 0 = 20 nm

8.1
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Figure P8.1

8.2 For the layout in Problem 8.1, find the minimum setup time (tsetup) and hold time
(th.wd) for the flip-flop using SPICE simulation. This will require you to obtain four
plots.

(a) A plot of the output using the minimum setup time tetup

(b) A plot of the output using a setup time of 0.8tSetup
(c) A plot of the output using the minimum hold time thold

(d) A plot of the output using a hold time of 0. 8 thold

8.3 We have discussed the features of the CMOS Schmitt trigger in the Appendix.
It has been pointed out that a useful application lies in the receiver circuit design to
filter out noises. However, in terms of speed performance it delays the switching
activity. In view of speed alone, it would be useful to reverse the switching
directions. In particular, we want to have the negative-going (high-to-low transition)
edge to occur at an input voltage smaller than the typical inverter's saturation voltage
and also the positive-going (low-to-high transition) edge to occur at an input voltage
larger than the inverter's saturation voltage. Complete the circuit connection in Fig.
P8.3 to realize such a circuit block for the assembly of the following components.
Justify your answer by using SPICE circuit analysis. You can use some approxima-
tion technique to simulate the circuit. For instance, the different VTC curves can be
simulated by using inverters of different 13 ratios. To be more specific, for larger
saturation voltage you can use an inverter with a strong pull-up transistor, and for
smaller saturation voltage use an inverter with a strong pull-down transistor.
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ator circuit drawn in Fig. P8.4.
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Lratios for the, transistors are given below.

M3 M4

Figure P8.3

8.4 Consider the monostable multivibrator circuit drawn in Fig. P8.4.
Calculate the output pulse width.

VT(dep) = -2 V
VT(enh) = 1 V
k'= 20 gA/V2

Y=0

5V

1 g2/4 211p 24

1 ln< - Vout

VjnlL4I2 4/2 L4/2

Figure P8.4

8.5 Shown in Fig. P8.5 is an nMOS Schmitt trigger. Draw the voltage transfer
characteristic. Include values for all important points on the graph. Use the param-
eters in Problem 8.4 and X = 0. WIL ratios for the transistors are given below.

I Ml M2 M3 M4

0.5 10 1

8.4 Consider the
Calculate the

V4dep)
V4enh)
k'= 20 
'Y = 

Vin-4

8.5 Shown in F
characteristic
eters in Prob

WIL I 
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Figure P8.5

8.6 Design a circuit to implement the truth table shown in Fig. P8.6. A gate-level design
is sufficient.

S R Q

0 1 1 0
1 0 0 1
1 1 Q Q

S Q

R 5

Figure P8.6

8.7 The circuit you have designed in Problem 8.6 is embedded in the larger circuit shown
in Fig. P8.7. Complete the timing diagram for the output.

8.8 The voltage waveforms shown below (in Fig P8.8) are applied to the nMOS JK
master-slave flip-flop shown in Figure 8.23. With the flip-flop initially reset, show
the resulting waveforms at nodes Qm (master flip-flop output) and Q. (slave flip-flop
output).
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CHAPTER 9

DYNAMIC
LOGIC CIRCUISV

9.1. Introduction

A wide range of static combinational and sequential logic circuits was introduced in the
previous chapters. Static logic circuits allow versatile implementation of logic functions
based on static, or steady-state, behavior of simple nMOS or CMOS structures. In other
words, all valid output levels in static gates are associated with steady-state operating
points of the circuit in question. Hence, a typical static logic gate generates its output
corresponding to the applied input voltages after a certain time delay, and it can preserve
its output level (or state) as long as the power supply is provided. This approach, however,
may require a large number of transistors to implement a function, and may cause a
considerable time delay.

In high-density, high-performance digital implementations where reduction of
circuit delay and silicon area is a major objective, dynamic logic circuits offer several
significant advantages over static logic circuits. The operation of all dynamic logic gates
depends on temporary (transient) storage of charge in parasitic node capacitances,
instead of relying on steady-state circuit behavior. This operational property necessitates
periodic updating of internal node voltage levels, since stored charge in a capacitor
cannot be retained indefinitely. Consequently, dynamic logic circuits require periodic
clock signals in order to control charge refreshing. The capability of temporarily storing
a state, i.e., a voltage level, at a capacitive node allows us to implement very simple



sequential circuits with memory functions. Also, the use of common clock signals
throughout the system enables us to synchronize the operations of various circuit blocks.
As a result, dynamic circuit techniques lend themselves well to synchronous logic design.
Finally, the dynamic logic implementation of complex functions generally requires a
smaller silicon area than does the static logic implementation. As for the power
consumption which increases with the parasitic capacitances, the dynamic circuit
implementation in a smaller area will, in many cases, consume less power than the static
counterpart, despite its use of clock signals.

The following example presents the operation of a dynamic D-latch circuit, which
essentially consists of two inverters connected in cascade. This simple circuit illustrates
most of the basic operational concepts involved in dynamic circuit design.
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* Example 9.1.

Consider the dynamic D-latch circuit shown below. The circuit consists of two cascaded
inverters and one nMOS pass transistor driving the input of the primary inverter stage.

MP VX \
D adX

7 i 

'0

CK

We will see that the parasitic input capacitance C. of the primary inverter stage
plays an important role in the dynamic operation of this circuit. The input pass
transistor is being driven by the external periodic clock signal, as follows:

* When the clock is high (CK = 1), the pass transistor turns on. The capacitor C,
is either charged up, or charged down through the pass transistor MP, depending
on the input (D) voltage level. The output (Q) assumes the same logic level as the input.

* When the clock is low (CK = 0), the pass transistor MP turns off, and the
capacitor C is isolated from the input D. Since there is no current path from the
intermediate node X to either VDD or ground, the amount of charge stored in C.
during the previous cycle determines the output voltage level Q.

It can easily be seen that this circuit performs the function of a simple D-latch. In fact,
the transistor count can be reduced by removing the last inverter stage if the latch output
can be inverted. This option will be elaborated on in Section 9.2. The "hold" operation
during the inactive clock cycle is accomplished by temporarily storing charge in the
parasitic capacitance C. Correct operation of the circuit critically depends on how long



352 a sufficient amount of charge can be retained at node X, before the output state changes
due to charge leakage. Therefore, the capacitive intermediate node X is also called a soft

CHAPTER 9 node. The nature of the soft node makes the dynamic circuits more vulnerable to the so-
called single-event upsets (SEUs) caused by a-particle or cosmic ray hits in integrated
circuits.

In the following, we will examine the circuit operation in more detail. Assume that
the dynamic D-latch circuit is being operated with a power supply voltage of VDD = V,
and that the VTC of both inverters are identical, with

VOL = V
VIL= 2 .1 V
VIH 2.9 V
VOH = 5.0 V

Furthermore, the threshold voltage of the pass transistor MP is given as VT = 0.8 V.
During the active clock phase (CK = 1), assume that the input is equal to logic " 1," i.e.,
Vin = VOH= 5 V. The pass transistor MP is conducting during this phase, and the parasitic
intermediate node capacitance C, is charged up to a logic-high level. We recall that the
nMOS pass transistor is a poor conductor for logic " 1," and its output voltage V, will be
lower than VOH, by one threshold voltage: V, = 5.0 - 0.8 = 4.2 V. Still, this voltage is
clearly higher than the VIH of the first inverter, thus, the output voltage of the first inverter
will be very close to VOL = 0 V. Consequently, the output level Q of the secondary inverter
becomes a logic '1," VQ = VDD.

Next, the clock signal goes to zero, and the pass transistor turns off. Initially, the
logic-high level at node X is preserved through charge storage in C,. Thus, the output
level Q also remains at logic " 1. " However, the voltage V, eventually starts to drop from
its original level of 4.2 V because of charge leakage from the soft node. It can easily be
seen that in order to keep the output node Q at logic "1," the voltage level at the
intermediate node X cannot be allowed to drop lower than VIH = 2.9 V (once V, falls below
this level, the input of the first inverter cannot be interpreted as a logic "1 "). Thus, the
inactive clock phase during which the clock signal is equal to zero can, at most, be as long
as it takes for the intermediate voltage V, to drop from 4.2 V to 2.9 V, due to charge
leakage. To avoid an erroneous output, the charge stored in C must be restored, or
refreshed, to its original level before V, reaches 2.9 V.

This example shows that the simple dynamic-charge storage principle employed in
the D-latch circuit is quite feasible for preserving an output state during the inactive clock
phase, assuming that the leakage currents responsible for draining the capacitance C, are
relatively small. In the following, wewill examine the charge-up and charge-down events
for the soft-node capacitance C, in greater detail.

9.2. Basic Principles of Pass Transistor Circuits

The fundamental building block of nMOS dynamic logic circuits, consisting of an nMOS
pass transistor driving the gate of another nMOS transistor, is shown in Fig. 9.1. As



already discussed in Example 9. 1, the pass transistor MP is driven by the periodic clock
signal and acts as an access switch to either charge up or charge down the parasitic
capacitance C,, depending on the input signal Vin. Thus, the two possible operations when
the clock signal is active (CK = 1) are the logic " 1 " transfer (charging up the capacitance
CX to a logic-high level) and the logic "0" transfer (charging down the capacitance C9 to
a logic-low level). In either case, the output of the depletion-load nMOS inverter
obviously assumes a logic-low or a logic-high level, depending on the voltage VX.

CX

Figure 9.1. The basic building block for nMOS dynamic logic, which consists of an nMOS pass
transistor driving the gate of another nMOS transistor.

Notice that the pass transistor MP provides the only current path to the intermediate
capacitive node (soft node) X. When the clock signal becomes inactive (CK = 0), the pass
transistor ceases to conduct and the charge stored in the parasitic capacitor Cx continues
to determine the output level of the inverter. In the following, we will first examine the
charge-up event.

Logic "1" Transfer

Assume that the soft node voltage is equal to 0 initially, i.e., Vx(t = 0) = 0 V. A logic " 1"
level is applied to the input terminal, which corresponds to i = VOH = VDD. Now, the
clock signal at the gate of the pass transistor goes from 0 to VDD at t = 0. It can be seen
that the pass transistor MP starts to conduct as soon as the clock signal becomes active
and that MP will operate in saturation throughout this cycle since VDS = VGS. Conse-
quently, VD > VGS - VT . The circuit to be analyzed for the logic 1 " transfer event can
be simplified into an equivalent circuit as shown in Fig. 9.2.

Vin = VOH
MP

T

353

Dynamic Logic
Circuits

Vx

Cx

Figure 9.2. Equivalent circuit for the logic " 1 " transfer event.



354 The pass transistor MP operating in the saturation region starts to charge up the capacitor
C , thus,

CHAPTER 9

: CX d =.,, (V.D- v v,n (9.0)d 2,\

Note that the threshold voltage of the pass transistor is actually subject to substrate bias
effect and therefore, depends on the voltage level V. To simplify our analysis, we will
neglect the substrate bias effect at this point. Integrating (9.1), we obtain

rd 2•r CdV~
dt=~J (VDD-VX-VTfl)

k (V V ) X (9.2)

t= Cx( I )_ 1 (9.3);k . VDD -VT,) V-V,.9.3

This equation can be solved for V(t), as follows.

k (VDD- VT,.)

Vx W = (VDD VT, n k 2 (9Cxn1

The variation of the node voltage V according to (9.4) is plotted as a function of time in
Fig. 9.3. The voltage rises from its initial value of 0 V and approaches a limit value for
large t, but it cannot exceed its limit value of V = (VDD - VT,). The pass transistor will
LUrn o wnCn V = , since at this point, its gate-to-source voltage will be equal to its
threshold voltage. Therefore, the voltage at node X can never attain the full power supply I
voltage level of VDD during the logic "1" transfer. The actual value of the maximum 1
possible voltage V at node X can be found by taking into account the substrate bias
effect for M.

Vm.= V|o =VDD VT,n

VDD-VTOY( IF1+ Vmax OFI)
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Figure 9.3. Variation of V as a function of time during logic "I" transfer.

Thus, the voltage Vx which is obtained at node X following a logic " 1" transfer can be
considerably lower than VDD. Also note that the rise time of the voltage V will be
underestimated if the zero-bias threshold voltage V. is used in (9.3). In that case, the
actual charge-up time will be longer than predicted by (9.3), because the drain current of
the nMOS transistor is decreased due to the substrate bias effect.

The fact that the node voltage V has an upper limit of Vm = (VDD - VT,) has a
significant implication for circuit design. As an example, consider the following case in

V which a logic "1" at the input node (VI, = VDD) is being transferred through a chain of
cascaded pass transistors (Fig. 9.4). For simple analysis, we assume that initially all
internal node voltages,-V, through V4, are zero. The first pass transistor Ml operates in
saturation with YDS1> VGSI - VTnl. Therefore, the voltage at node 1 cannot exceed the
limit value Vm., = (IDD - VT nd Now, assuming that the pass transistors in this circuit
are identical, the second pass transistor M2 operates at the saturation boundary. As a
result, the voltage at node 2 will be equal to Vm. 2 = (VDD - VTfl 2 ). It can easily be seen
that with VTnl = VTn2 = VTn 3 ... , the node voltage at the end of the pass transistor chain
will become one threshold voltage lower than VDD, regardless of the number of pass
transistors in the chain. It can be observed that the steady-state internal node voltages in
this circuit are always one threshold voltage below VDD, regardless of the initial voltages.

VDD ml DD -VTnl) M2 (VDD - VTn2) M3 ;ND -VTn3) M4 Vmax4 = VDD VTn4

VDD VDD VDD VDD

Figure 9.4. Node voltages in a pass-transistor chain during the logic " 1 " transfer.



Now consider a different case in which the output of each pass transistor drives the
gate of another pass transistor, as depicted in Fig. 9.5.

VDD M3 + Vmax3 = VDD -VTn1- VTn2 VTfl3

VDD M2

+ Vmax2 = VDD VTn1 VTn2

VDD mlI + Vmax1 = VDD - VTn

VDD

Figure 9.5. Node voltages during the logic " 1 " transfer, when each pass transistor is driving
another pass transistor.

Here, the output of the first pass transistor Ml can reach the limit Vm = (VDD -

VTfll). This voltage drives the gate of the second pass transistor, which also operates in
the saturation region. Its gate-to-source voltage cannot exceed VTf,2, hence, the upper
limit for V2 is found as Vmax 2 = VDD - VT-,, - V T

n2. It can be seen that in this case, each
stage causes a significant loss of voltage level. The amount of voltage drop at each stage
can be approximated more realistically by taking into account the corresponding
substrate bias effect, which is different in all stages.

VTnl=VTOn-Y( -2FI+VmaxV 12F)

VT,f 2 =VTO, ( I2 FI+V. 2 i FI)

The preceding analysis helped us to examine important characteristics of the logic
1 " transfer event. Next, we will examine the charge-down event, which is also called a

logic "O" transfer.

Logic "" Transfer

Assume that the soft-node voltage V is equal to a logic " 1 " level initially, i.e., V(t = 0)
= Vm = (VDD- VTn). A logic "" level is applied to the input terminal, which corresponds
to V.n = 0 V. Now, the clock signal at the gate of the pass transistor goes from 0 to VDD
at t = 0. The pass transistor MP starts to conduct as soon as the clock signal becomes
active, and the direction of drain current flow through MP will be opposite to that during
the charge-up (logic " 1 " transfer) event. This means that the intermediate node X will now
correspond to the drain terminal of MP and that the input node will correspond to its
source terminal. With VGS = VDD and VDS = Vmax, it can be seen that the pass transistor
operates in the linear region throughout this cycle, since VDS < VGS - VTn.
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The circuit to be analyzed for the logic "0" transfer event can be simplified into an
equivalent circuit as shown in Fig. 9.6. As in the logic " 1 " transfer case, the depletion-
load nMOS inverter does not affect this event.

MP
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Vx
Vin = 0 1 G H

T I C
C~~~__ 

Figure 9.6. Equivalent circuit for the logic "0" transfer event.

The pass transistor MP operating in the linear region discharges the parasitic capacitor
Cl, as follows:

_C d = 2 (2(VDD-VTf)V- VX )

dt = 2 C.

(9.7)

dV,

kn 2(VDD-VTf)VX-VX (9.8)

Note that the source voltage of the nMOS pass transistor is equal to 0 V during this event;
hence, there is no substrate bias effect for MP (VTn = V7,n). But the initial condition

: V(t = 0) = (VDD - VTn) contains the threshold voltage with substrate bias effect, because
the voltage V is set during the preceding logic "1" transfer event. To simplify the
expressions, we will use VT,, in the following. Integrating both sides of (9.8) yields

J dt 2C VX
fO kn JVDD-VTn |

1 1

2 (VDD-VT,,,) 2(VDD-VTfl) dV

2 ( VDD- VT,,)VX J 
t= Cx F~n(2(VDD-VT,,)-V )1 I

k (D- VT,,,) L t VX JVDD-VT, 

Finally, the fall-time expression for the node voltage V can be obtained as

t= cx In 2(VDD VTn) Vx
kn (VDD VT,,n) VX )

(9.9)

(9.10)

(9.1 1)

-



The variation of the node voltage V7 according to (9.11) is plotted as a function of time
in Fig. 9.7. It is seen that the voltage drops from its logic-high level of Vmax to V. Hence,
unlike the charge-up case, the applied input voltage level (logic 0) can be transferred to
the soft node without any modification during this event.

vx

a

Figure 9.7. Variation of Vx as a function of time during logic "O" transfer.

The fall time (fall) for the soft-node voltage V. can be calculated from (9.11) as follows.
First, define the two time points t9 0% and t10% as the times at which the node voltage is
equal to 0.9 Vmax and 0.1 Vmax, respectively. These two time points can easily be found
by using (9.11).

C ln((20.9(VDD-VTfl))
t90%k I ( v n ) -(.9) (VDD -VT,,,)

kn ( VDD-VT, ) ln( 9)

t10% = k (V 'TV l) 1.9)

(9.12)

(9.13)

The fall time of the soft-node voltage Vx is by definition the difference between t10% and
t90%, which is found as

Tfall = tO%-t9O%

kn (VDD-VT l) - n(. 22)]

(9.14)
=2.74 Cx

k (DD VT,fn)
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Until this point, we have examined the transient charge-up and charge-down events
which are responsible for logic "1" transfer and logic "0" transfer during the active clock
phase, i.e., when CK = 1. Now we will turn our attention to the storage of logic levels at
the soft node X during the inactive clock cycle, i.e., when CK = 0.

Charge Storage and Charge Leakage

As already discussed qualitatively in the preceding section, the preservation of a correct
logic level at the soft node during the inactive clock phase depends on preserving a
sufficient amount of charge in C , despite the leakage currents. To analyze the events
during the inactive clock phase in more detail, consider the scenario shown in Fig. 9.8
below. We will assume that a logic-high voltage level has been transferred to the soft node
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during the active clock phase and that now both the input voltage Vn and the cIocK are
; equal to 0 V. The charge stored in Cx will gradually leak away, primarily due to the

leakage currents associated with the pass transistor. The gate current of the inverter driver
transistor is negligible for all practical purposes.

Vin =0
MP

T

Vx

OK=0

Figure 9.8. Charge leakage from the soft node.

Figure 9.9 shows a simplified cross-section of the nMOS pass transistor, together
with the lumped node capacitance C,. We see that the leakage current responsible for
draining the soft-node capacitance over time has two main components, namely, the
subthreshold channel current and the reverse conduction current of the drain-substrate
junction.

leakage = subthreshold(MP) + Ireverse(MP) (9.15)

Note that a certain portion of the total soft-node capacitance C, is due to the reverse biased
drain-substrate junction, which is also a function of the soft-node voltage V. Other
components of C,, which are primarily due to oxide-related parasitics, can be considered
constants. In our analysis, these constant capacitance components will be represented by
Ci,, (Fig. 9.10). Thus, we have to express the total charge stored in the soft node as the sum
of two main components, as follows.

= Qj (V ) + Qi, where Qn = Ci* V.

(9.16)
Cin = Cgb + Cpoly + Cmetal

Charge Storage and Charge Leakage

As already discussed qualitatively in the preceding section, the preservation of a correct
logic level at the soft node � during the inactive clock phase depends on preserving a
sufficient amount of charge in. C , despite the leakage currents. To analyze the eventsX
during the inactive clock phase in more detail, consider the scenario shown in Fig. 98

-below.Wewillassumethatalogic-highvoltag!�levelhasbeentransfeffedtothesoftnode



VCK = OW

.' Q

Vin = low

flj :
.....i .... ... ::...

fl+ 'aubthresholdfl+

p-type Si - reverse

I 

Leakage
vx

'cx

I

Figure 9.9. Simplified cross-section of the nMOS pass transistor, showing the leakage current
components responsible for draining the soft-node capacitance C".

Drain-substrate pn-junction

Figure 9.10. Equivalent circuit used for analyzing the charge leakage process.

The total leakage current can be expressed as the time derivative of the total soft-node
charge Q.

'leakage=-,
:d.t 

dQ 1(Vx) IdQ.
_ _ _ _ _ _ + I in

dt dt

dQj(V.) dV+ <*fi-

dV, dt indt

(9.17)i
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B.Anneal and field oxide growth

C. Channel implant D. Gate formation (polysilicon deposition)

10
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Net[/cm3]
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Si

PLATE I: Fabrication steps for an nMOS transistor on p-type silicon substrate.

Figures generated using DIOSm multi-dimensional process simulator, courtesy of ISE Integrated Systems Engineering AG, CH-8005
Zurich, Switzerland

A. Definition of active area



E. Spacer formation and S/D implant

G. Contact hole etch H. Metal deposition

pn
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PLATE 2: Fabrication steps for an nMOS transistor on p-type silicon substrate (continued).

Figures generated using DIOSM multi-dimensional process simulator, courtesy of ISE Integrated Systems EngineeringAG, CH-8005
Zurich, Switzerland.

F. Oxide deposition



PLATE 3: Cross-sectional view showing the fabrication steps for a CMOS inverter:
(A) Creation of the n-well.
(B) Definition of active areas and field oxide (FOX) growth.
(C) Polysilicon deposition.

Figures generated using DIOS multi-dimensional process simulator and PROSITM 3-D structure modeling tool, courtesy of ISE Integrated
Systems Engineering AG, CH-8005 Zurich, Switzerland.



PLATE 4: Cross-sectional view showing the fabrication steps for a CMOS inverter (continued):
(D) Source/drain region implantation.
(E) Oxide (SiO 2) deposition and contact hole etch.
(F) First-level metal (Metal-l) deposition.

Figures generated using DIOS multi-dimensional process simulator and PROSITM 3-D structure modeling tool, courtesy of ISE Integrated
Systems EngineeringAG, CH-8005 Zurich, Switzerland



PLATE 5: Cross-sectional view showing the fabrication steps for a CMOS inverter (continued):
(G) Oxide (S102) deposition and via hole etch.
(H) Second-level metal (Metal-2) deposition.
(I) Completed inverter structure, shown without the oxide layers for better visibility.

Figures generated using DIOS multi-dimensional process simulator and PROSITM 3-D structure modeling tool, courtesy of ISE Integrated
Systems EngineeringAG, CH-8005 Zurich, Switzerland
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PLATE : MOSIS scalable CMOS design rules (Revision 7.2).
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PLATE 7: MOSIS scalable CMOS design rules (Revision 7.2).
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INPUT

CMOS INVERTER (version 1)

PMCOc

CMOS INVERTER (version 2)

INPUT OUTPIT

CMOS NOR2 GATE

INPUTA INPUT B

OUTPUT

CMOS NAND2 GATE

PLATE 8: Layout examples of CMOS inverters and simple logic gates.
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Bit Line

VDD

Word Line

GND

Bit Line Bit Line Bit Line Bit Line Bit Line Bit Line Bit Line Bit Line

(Top) Layout of a CMOS SRAM cell.
(Bottom) Layout of a 4x4 SRAM array, consisting of 16 cells.

VDD

Word Line

GND

Word Line

VDD

Word Line

GND

Word Line

VDD

PLATE 9:
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A B C

VDD

GND

CO

PLATE IO: (Top) Layout of a CMOS full adder (FA) circuit.
(Bottom) Layout of a 4-bit ripple-carry adder, consisting of four FA cells.
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according to (3.104), and

o -In N2 (9.19)

qEsI NA ND |qesiNA
J°o V2N+D)2-1 00 (9.20)

Also note that the subthreshold current in deep-submicron transistors can significantly
exceed the reverse conduction current, especially for VDS = VDD. In long-channel
transistors, the magnitude of the subthreshold current can be comparable to that of the
reverse leakage current. The reverse conduction current in turn has two main compo-
nents, the constant reverse saturation current I, and the generation current Igen which
originates in the depletion region and is a function of the applied bias voltage V.

To estimate the actual charge leakage time from the soft node, we have to solve the
differential equation given in (9.17), taking into account the voltage-dependent capaci-
tance components and the nonlinear leakage currents. For a quick estimate of the worst-
case leakage behavior, on the other hand, the problem can be further simplified.

Assume that the minimum combined soft-node capacitance is given as

Cx, min = Cgb + Cpoly + Cmetal + Cdbjmin (9.21)

where Cdbmin represents the minimum junction capacitance, obtained under the bias
condition V, = Vm.. Now we define the worst-case holding time (thOld) as the shortest time
required for the soft-node voltage to drop from its initial logic-high value to the logic
threshold voltage due to leakage. Once the soft-node voltage reaches the logic threshold,
the logic stage being driven by this node will lose its previously held state.

AQcriical,min
thold = (9.22)

Leakage, max

where

AQcritica1,min = Cx,min (Vmax 2 ) (9.23)

The calculation of the worst-case leakage time can be simplified with this approximation,
as will be shown in the following example.



Example 9.2.

Consider the soft-node structure shown below, which consists of the drain (or source,
depending on current direction) terminal of the pass transistor, connected to the polysilicon
gate of an nMOS driver transistor via a metal interconnect.

soft node

Mpass '

TSX

CKI

We will assume that the power supply voltage used in this circuit is VDD = V, and that
the soft node has initially been charged up to its maximum voltage, V.. In order to
estimate the worst-case holding time, the total soft-node capacitance must be calculated
first. The simplified mask layout of the structure is shown in the following. All
dimensions are given in micrometers. The critical material parameters to be used in this
example are listed below.

VTO =0.8 V

y =0. 4 V 2

120FI=0.6 V
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C0x = 0 065 fF/pum 2

Cmeta = 0. 036 fF/p9m2 Dynamic Logic
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CP'y = 0.055 fF/gm2

CA0 = 0.095 fF/pum 2

CA,,W =0.2 fF/pgm

First, we calculate the oxide-related (constant) parasitic capacitance components associ-
ated with the soft node.

Cgb = Cog x ms

= .065 fF/grm2 . (4 gtm x 2 gm)

=0.52 fF

Cmeta = 0. 036 fF/pm 2
.(5 glm x 5 prm)

=0.90 

Cp,1Y = . 055 fF/pgm2 .(36 pm2 + 8 gm2)

=2.42 F

Now, we have to calculate the parasitic junction capacitance associated with the drain-
substrate pn-junction of the pass transistor. Using the zero-bias unit capacitance values
given here, we obtain

Cdb,max = Cbottom + Csidewall

=Abottom Cjo + PfidewalI CjO,.

=(36 pm 2 +12 tm2) .0.095 fF/pgm 2 +30 pm-0.2 fF/pm

=4.56 fF+6.0 fF

=10. 56 fF

The minimum value of the drain junction capacitance is achieved when the junction is
biased (in reverse) with its maximum possible voltage, Vmx.. In order to calculate the
minimum capacitance value, we first find Vmax using (9.5), as follows.

Vmax= 5.0 0.80.4(40.6+Vma -I0-)

X VmaX = 3.68 V

Now, the minimum value of the drain junction capacitance can be calculated.
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Cdi,=Cbottom + Csidewall
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4.56 fF + 6. 0 fF =4.71 
1368 3.68

0.88 0.95

The minimum value of the total soft-node capacitance is found by using (9.21).

Cx mi = Cgb + Cmeta +Cpoly + Cdb,min

=0.52 fF+0.90 fF+2.42 fF+4.71 fF

= 8.55 fF

The amount of the critical charge drop in the soft node, which will eventually cause a
change of logic state, is

AQcritical Cxmin Vxmax 2)

= 8.55 fF (3.68 V -2.5 V)

=10. 09 fC

assuming that the logic threshold voltage of the next gate is (VDJ 2 ). In this example, the
maximum leakage current responsible for charge depletion is given from the MOS
characteristics (cf. equation (3.92) in Chapter 3) and the junction diode characteristics as

'leakage = subthreshold + reverse = 0. 85 pA

Finally, we calculate the worst-case (minimum) hold time for the soft node using the
expression (9.22).

AQcritical
thold, mi = 

leakage, max

10. 09 fC 11.87 ms
0. 85 pA

It is interesting to note that even with a very small soft-node capacitance of 8.55 fF, the
worst-case hold time for this structure is relatively long, especially compared with the
signal propagation delays encountered in nMOS or CMOS logic gates. This example
proves the feasibility of the dynamic charge storage concept and shows that a logic state
can be safely preserved in a soft node for long time periods.



9.3. Voltage Bootstrapping

In this section, we will briefly examine a very useful dynamic circuit technique for
overcoming threshold voltage drops in digital circuits, which is called voltage
bootstrapping. We have already seen that output voltage levels may suffer from threshold
voltage drops in several circuit structures, such as pass transistor gates or enhancement-
load inverters and logic gates.

Dynamic voltage bootstrapping techniques offer a simple yet effective way to
overcome threshold voltage drops which occur in most situations. Consider the circuit
shown in Fig. 9.11, where the voltage Vx is equal to or smaller than the power supply
voltage, Vx < VDD. Consequently, the enhancement-type nMOS transistor M2 will operate
in saturation.

When the input voltage V is low, the maximum value that the output voltage can
attain is limited by

V., (Max) = Y, - VT2(Ve.t)
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(9.24)

vout

Figure 9.11. Enhancement-type circuit in which the output node is weakly driven.

To overcome the threshold voltage drop and to obtain a full logic-high level (VDD) at the
output node, the voltage V must be increased. Now consider the circuit shown in Fig.
9.12, where a third transistor M3 has been added to the circuit. The two capacitors Cs and
Cboa, seen in the circuit diagram represent the capacitances which dynamically couple the
voltage V. to the ground and to the output, respectively. We will see that this circuit can
produce a high Vx during switching, so that the threshold voltage drop can be overcome
at the output node.

Vx > VDD + VT2 (VOUt) (9.25)

Initially assume that the input voltage Vin is logic-high, so that MI and M2 have a
nonzero drain current and that the output voltage is low. At this point, MI is in the linear'
region and M2 is in saturation. Since D3 = 0, the initial condition for the voltage Vx can
be found as

Vx = .VDD - VT3 (VX) (9.26)
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Figure 9.12. Dynamic bootstrapping arrangement to boost VK during switching.

Now, assume that the input switches from its logic-high level to 0 V at t = 0. As a
result, the driver transistor Ml will turn off and the output voltage V, will start to rise.
This change in the output voltage level will now be coupled to V through the bootstrap
capacitor, Cboot Let iCboot represent the transient current flowing through the capacitor
Cboot during this charge-up event, and let is be the current through Cs. Assuming that the
two current components are approximately equal, we obtain

'Cs Cboot X dt d(boot dt (9;27)

Reorganizing (9.27) yields the following equation.

(Cs + CbO dV = Cb0 t dV0t (9.28)
dt d

dV1 Cb0 0 t dVo92

dt (CS + Cbmt) dt (9.29)

It can be seen from (9.29) that the increase in the output voltage V, during this switching
event will generate a proportional increase in the voltage level V . Integrating both sides
of (9.29), we obtain

Vx -DD

I dV~ - Cb0 0 , V V
J (CS + Cboo ) A out (9.30)
VDD - VT3 VOL

YX =(VDDVT3) FC + Cbooj (D-O)(9.31)
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If the capacitor Cboot is much larger than Cs (Cbot >> Cs), the maximum value of V. can 367
be approximated as
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which proves that voltage bootstrapping can significantly boost the voltage leve V. Now
remember that in order to overcome the threshold voltage drop at the output, the minimum
required voltage level V is

V (min) = VDD + VT21 Vm = VD

=(VDD.-VT3(V))+ C (VDD VOL)

(C~ ~~~'(+CbCol
This equation can be rearranged to give the required capacitance ratio, as follows,

Cbt Tot

Cboot T~~~l VO~~t=VDD vx ~(9.34)
(C S+ boot) (VDD -VOL)

CbOot _ VT2I Vut = VDD T3I VX

CS VDD VOL VT2 VU D VT3IV

Note that Cs is essentially the sum of the parasitic source-to-substrate capacitance of M3
and the gate-to-substrate capacitance of M2. To obtain a sufficiently large bootstrap
capacitance Cboot in comparison to CS an extra "dummy" transistor is typically added to
the circuit, as shown in Fig. 9.13.

=
2
VDD 3 (VOL

vercomere thectac threshol ysfolos

~~T2I Vrj| v (9D35

(c + Cb obt i ufcety ag otta

anged ~ ~ ~ umy toniso giv thecll requirt

o) VDD-VL

>> Cs), the maximum value of V., can 367
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VDD - VOL) (9.33)

ed capacitance ratio, as follows,

V,, (9.34)

VX
VT31 V (9.35)

ource-to-substrate capacitance of M3
obtain a sufficiently large bootstrap
nuny" transistor is typically added to

Vout

Figure 9.13. Realization of the bootstrapping capacitor with a dummy MOS device.
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Since its drain and source terminals are connected together, the dummy transistor
simply acts as an MOS capacitor between VI and Vow. Although this circuit arrangement
contains two additional transistors to achieve voltage bootstrapping, the resulting circuit-
performance improvement is usually well worth the extra silicon area used for the
bootstrapping devices.

Example 9.3.

The transient operation of the simple bootstrap circuit shown in Fig. 9.13 is simulated
using SPICE in the following. To provide the needed bootstrap capacitance Cboot, a
dummy nMOS device with channel length L = 5 glm and channel width W= 50 gm is used.
Transistor Ml has a (WIL) ratio of 2, while M2 and M3 each have a (WIL) ratio of 1.
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9.4. Synchronous Dynamic Circuit Techniques

Having examined the basic concepts associated with temporary storage of logic levels in
capacitive circuit nodes, we now turn our attention to digital circuit design techniques
,which take advantage of this simple yet effective principle. In the following, we will
investigate different examples of synchronous dynamic circuits implemented using
depletion-load nMOS, enhancement-load nMOS, and CMOS building blocks.
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Dynamic Pass Transistor Circuits

Consider the generalized view of a multi-stage synchronous circuit shown in Fig. 9.14.
The circuit consists of cascaded combinational logic stages, which are interconnected
through nMOS pass transistors. All inputs of each combinational logic block are driven
by a single clock signal. Individual input capacitances are not shown in this figure for
simplicity, but the operation of the circuit obviously depends on temporary charge
storage in the parasitic input capacitances.

A

Dynamic Logic
Circuits

Figure 9.14. Multi-stage pass transistor logic driven by two nonoverlapping clocks.

To drive the pass transistors in this system, two nonoverlapping clock signals, 04 and
02, are used. The nonoverlapping property of the two clock signals guarantees that at any
given time point, only one of the two clock signals can be active, as illustrated in Fig. 9.15.
When clock 0, is active, the input levels of Stage 1 (and also of Stage 3) are applied
through the pass transistors, while the input capacitances of Stage 2 retain their
previously set logic levels. During the next phase, when clock 02 is active, the input levels
of Stage 2 will be applied through the pass transistors, while the input capacitances of
Stage 1 and Stage 3 retain their logic levels. This allows us to incorporate the simple
dynamic memory function at each stage input, and at the same time, to facilitate
synchronous operation by controlling the signal flow in the circuit using the two periodic
clock signals. This signal timing scheme is also called two-phase clocking and is one of
the most widely used timing strategies.

By introducing the two-phase clocking scheme, we have not made any specific
assumptions about the internal structure of the combinational logic stages. It will be seen
that depletion-load nMOS, enhancement-load nMOS, or CMOS logic circuits can be
used for implementing the combinational logic. Figure 9.16 shows a depletion-load
dynamic shift register circuit, in which the input data are inverted once and transferred,
or shifted into the next stage during each clock phase.
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Period [ (one cycle)

Figure 9.15. Nonoverlapping clock signals used for two-phase synchronous operation.

Vin

Figure 9.16. Three stages of a depletion-load nMOS dynamic shift register circuit driven with
two-phase clocking.

The operation of the shift register circuit is as follows. During the active phase of 01
the input voltage level V is transferred into the input capacitance C. Thus, the valid
output voltage level of the first stage is determined as the inverse of the current input
during this cycle. When 02 becomes active during the next phase, the output voltage level
of the first stage is transferred into the second stage input capacitance Cn 2, and the valid
output voltage level of the second stage is determined. During the active 02 phase, the
first-stage input capacitance continues to retain its previous level via charge storage.
When HI becomes active again, the original data bit written into the register during the
previous cycle is transferred into the third stage, and the first stage can now accept the
next data bit.
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In this circuit, the maximum clock frequency is determined by the signal propagation
delay through one inverter stage. One half-period of the clock signal must be long enough
to allow the input capacitance Ci,, to charge up or down, and the logic level to propagate
to the output by charging C0 ,14 . Also notice that the logic-high input level of each inverter
stage in this circuit is one threshold voltage lower than the power supply voltage level.

The same operation principle used in the simple shift register circuit can easily be
extended to synchronous complex logic. Figures 9.17 and 9.18 show a two-stage circuit
example implemented using depletion-load nMOS complex logic gates.

371

Dynamic Logic
Circuits

F1

*1

Figure 9.17. A two-stage synchronous complex logic circuit example.

In a complex logic circuit such as the one shown in Fig. 9.18, we see that the signal
propagation delay of each stage may be different. Thus, in order to guarantee that correct
logic levels are propagated during each active clock cycle, the half-period length of the
clock signal must be longer than the largest single-stage signal propagation delay found
in the circuit.

F1

01

Figure 9.18. Depletion-load nMOS implementation of synchronous complex logic.



Now consider a different implementation of the simple shift register circuit, using
enhancement-load nMQS inverters. One important difference is that, instead of biasing
the load transistors with a constant gate voltage, we apply the clock signal to the gate of
the load transistor as well. It can be shown that the power dissipation and the silicon area
can be reduced significantly by using this dynamic (clocked) load approach. Two variants
of the dynamic enhancement-load shift register will be examined in the following, both
of which are driven by two non-overlapping clock signals. Figure 9.19 shows the first
implementation, where in each stage the input pass transistor and the load transistor are
driven by opposite clock phases, 0, and 02.

Figure 9.19. Enhancement-load dynamic shift register (ratioed logic).

When 01 is active, the input voltage level Vi. is transferred into the first-stage input
capacitance CinI through the pass transistor. In this phase, the enhancement-type nMOS
load transistor of the first-stage inverter is not active yet. During the next phase (active
02), the load transistor is turned on. Since the input logic level is still being preserved in
Cm,,, the output of the first inverter stage attains its valid logic level. At the same time,
the input pass transistor of the second stage is also turned on, which allows this newly
determined output level to be transferred into the input capacitance Cn 2 of the second
stage. When clock Al becomes active again, the valid output level across C,2 is
determined, and transferred into Cin3 . Also, a new input level can be accepted (pipelined)
into Cin, during this phase.

In this circuit, the valid low-output voltage level VOL of each stage is strictly
determined by the driver-to-load ratio, since the output pass transistor (input pass
transistor of next stage) turns on in phase with the load transistor. Therefore, this circuit
arrangement is also called ratioed dynamic logic. The basic operation principle can
obviously be extended to arbitrary complex logic, as shown in Fig. 9.20. Since the power
supply current flows only when the load devices are activated by the clock signal, the
overall power consumption of dynamic enhancement-load logic is generally lower than
for depletion-load nMOS logic.

Next, consider the second dynamic enhancement-load shift register implementation
where, in each stage, the input pass transistor and the load transistor are driven by the
same clock phase (Fig. 9.21).
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Figure 9.20. General circuit structure of ratioed synchronous dynamic logic.
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Figure 9.21. Enhancement-load dynamic shift register (ratioless logic).

When 01 is active, the input voltage level V is transferred into the first-stage input
capacitance Cmi, through the pass transistor. Note that at the same time, the enhancement-
type nMOS load transistor of the first-stage inverter is active. Therefore, the output of the
first inverter stage attains its valid logic level. During the next phase (active 2), the input
pass transistor of the next stage is turned on, and the logic level is transferred onto the next
stage. Here, we have to consider two cases, as follows.

If the output level across Ct,1 is logic-high at the end of the active PI phase, this
voltage level is transferred to C 2 via charge sharing over the pass transistor during the
active 2 phase. Note that the logic-high level at the output node is subject to threshold
voltage drop, i.e., it is one threshold voltage lower than the power supply voltage. To
correctly transfer a logic-high level after charge sharing, the ratio of the capacitors (Cou,/
Ci) must be made large enough during circuit design.

If, on the other hand, the output level of the first stage is logic-low at the end of the
active Al phase, then the output capacitor CoUtl will be completely drained to a voltage of



VOL = 0 V when 1 turns off. This can be achieved because a logic-high level is being
stored in the input capacitance Cinl in this case, which forces the driver transistor to
remain in conduction. Obviously, the logic-low level of VOL = 0 V is also transferred into
the next stage via the pass transistor during the active 2 phase.

When clock 0, becomes active again, the valid output level across C0,t 2 is determined
and transferred into CW. Also, a new input level can be accepted into Ci5, during this
phase. Since the valid logic-low level of VOL = 0 V can be achieved regardless of the
driver-to-load ratio, this circuit arrangement is called ratioless dynamic logic. The basic
operation principle can be extended to arbitrary complex logic, as shown in Fig. 9.22.

Figure 9.22. General circuit structure of ratioless synchronous dynamic logic.

CMOS Transmission Gate Logic

The basic two-phase synchronous logic circuit principle, in which individual logic blocks
are cascaded via clock-controlled switches, can easily be adopted to CMOS structures as
well. Here, static CMOS gates are used for implementing the logic blocks, and CMOS
transmission gates are used for transferring the output levels of one stage to the inputs of
the next stage (Fig. 9.23). Notice that each transmission gate is actually controlled by the
clock signal and its complement. As a result, two-phase clocking in CMOS transmission
gate logic requires that a total of four clock signals are generated and routed throughout
the circuit.

As in the nMOS-based dynamic circuit structures, the operation of CMOS dynamic
logic relies on charge storage in the parasitic input capacitances during the inactive clock
cycles. To illustrate the basic operation principles, the fundamental building block of a
dynamic CMOS transmission gate shift register is shown in Fig. 9.24. It consists of a
CMOS inverter, which is driven by a CMOS transmission gate. During the active clock
phase (CK =1), the input voltage Vin is transferred onto the parasitic input capacitance C,
via the transmission gate. Note that the low on-resistance of the CMOS transmission gate
usually results in a smaller transfer time compared to those for nMOS-only switches.
Also, there is no threshold voltage drop across the CMOS transmission gate. When the
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clock signal becomes inactive, the CMOS transmission gate turns off and the voltage
level across C, can be preserved until the next cycle.

375

Dynamic Logic
Circuits

F1

Figure 9.23. Typical example of dynamic CMOS transmission gate logic.

Vin

Figure 9.24. Basic building block of a CMOS transmission gate dynamic shift register.

Figure 9.25 shows a single-phase CMOS shift register, which is built by cascading
identical units as in Fig. 9.24 and by driving each stage alternately with the clock signal
and its complement.

CK CK CK

Figure 9.25. Single-phase CMOS transmission gate dynamic shift register.



Ideally, the transmission gates of the odd-numbered stages would conduct during the
active clock phase (when CK = 1), while the transmission gates of the even-numbered
stages are off, so that the cascaded inverter stages in the chain are alternately isolated.
This would ensure that inputs are permitted in alternating half cycles. In practice,
however, the clock signal and its complement do not constitute a truly nonoverlapping
signal pair, since the clock voltage waveform has finite rise and fall times. Also, the clock.
skew between CK and CK may be unavoidable because one of the signals is generated
by inverting the other. Therefore, true two-phase clocking with two nonoverlapping
clock signals (01 and 2) and their complements is usually preferred over single-phase
clocking in dynamic CMOS transmission gate logic.

Dynamic CMOS Logic (Precharge-Evaluate Logic)

In the following, we will introduce a dynamic CMOS circuit technique which allows
us to significantly reduce the number of transistors used to implement any logic function.
The circuit operation is based on first precharging the output node capacitance and
subsequently, evaluating the output level according to the applied inputs. Both of these
operations are scheduled by a single clock signal, which drives one nMOS and one pMOS
transistor in each dynamic stage. A dynamic CMOS logic gate which implements the
function F = (AIA2A3 + BB 2 ) is shown in Fig. 9.26.

Pre-
charge Evaluation

0-

I-Vou 1 IL

Pre-
charge

Figure 9.26. Dynamic CMOS logic gate implementing a complex Boolean function.

When the clock signal is low (precharge phase), the pMOS precharge transistor MP
is conducting, while the complementary nMOS transistor Me is off. The parasitic output
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capacitance of the circuit is charged up through the conducting pMOS transistor to a
logic-high level of VOID = VDD. The input voltages are also applied during this phase, but
they have no influence yet upon the output level since Me is turned off.

When the clock signal becomes high (evaluate phase), the precharge transistor M
turns off and Me turns on. The output node voltage may now remain at the logic- high level
or drop to a logic low, depending on the input voltage levels. If the input signals create
a conducting path between the output node and the ground, the output capacitance will
discharge toward VOL = 0 V. The final discharged output level depends on the time span
of the evaluation phase. Otherwise, V0,, remains at VDD.

The operation of the single-stage dynamic CMOS logic gate is quite straightforward.
For practical multi-stage applications, however, the dynamic CMOS gate presents a
significant problem. To examine this fundamental limitation, consider the two-stage
cascaded structure shown in Fig. 9.27. Here, the output of the first dynamic CMOS stage
drives one of the inputs of the second dynamic CMOS stage, which is assumed to be a two-
input NAND gate for simplicity.

Pre-
charge

'7

Vou 1 F
Vout2

377

Dynamic Logic
Circuits

Evaluation

correct

i erroneous state
I i'

Figure 9.27. Illustration of the cascading problem in dynamic CMOS logic.

During the precharge phase, both output voltages V..,, and Vou12 are pulled up by the
respective pMOS precharge devices. Also, the external inputs are applied during this
phase. The input variables of the first stage are assumed to be such that the output V0 utj
will drop to logic "0" during the evaluation phase. On the other hand, the external input
of the second-stage NAND2 gate is assumed to be a logic " 1," as shown in Fig. 9.27. When
the evaluation phase begins, both output voltages V,tl and V0,u2 are logic-high. The
output of the first stage (Vocal) eventually drops to its correct logic level after a certain time
delay. However, since the evaluation in the second stage is done concurrently, starting
with the high value of V0 ,,l at the beginning of the evaluation phase, the output voltage

VOu at the end of the evaluation phase will be erroneously low. Although the first stage
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output subsequently assumes its correct output value once the stored charge is drained,
the correction of the second-stage output is not possible.

This example illustrates that dynamic CMOS logic stages driven by the same clock
signal cannot be cascaded directly. This severe limitation seems to undermine all the
other advantages of dynamic CMOS logic, such as low power dissipation, large noise
margins, and low transistor count. Alternative clocking schemes and circuit structures
must be developed to overcome this problem. In fact, the search for viable circuit
alternatives has spawned a large array of high-performance dynamic CMOS circuit
techniques, some of which will be examined in the following section.

Perfnrmance Dynamic CMOS Circuits

The circuits presented here are variants of the basic dynamic CMOS logic gate structure.
We will see that they are designed to take full advantage of the obvious benefits of
dynamic operation and at the same time, to allow unrestricted cascading of multiple
stages. The ultimate goal is to achieve reliable, high-speed, compact circuits using the
least complicated clocking scheme possible.

Domino CMOS Logic

Consider the generalized circuit diagram of a domino CMOS logic gate shown in Fig.
9.28. A dynamic CMOS logic stage, such as the one shown in Fig. 9.26, is cascaded with
a static CMOS inverter stage. The addition of the inverter allows us to operate a number
of such structures in cascade, as explained in the following.

VDD

Figure 9.28. Generalized circuit diagram of a domino CMOS logic gate.
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During the precharge phase (when CK = 0), the output node of the dynamic CMOS
stage is precharged to a high logic level, and the output of the CMOS inverter (buffer)
becomes low. When the clock signal rises at the beginning of the evaluation phase, there
are two possibilities: The output node of the dynamic CMOS stage is either discharged
to a low level through the nMOS circuitry (1 to 0 transition), or it remains high.
Consequently, the inverter output voltage can also make at most one transition during the
evaluation phase, from 0 to 1. Regardless of the input voltages applied to the dynamic
CMOS stage, it is not possible for the buffer output to make a 1 to 0 transition during the
evaluation phase.

Remember that the problem in cascading conventional dynamic CMOS stages
occurs when one or more inputs of a stage make a 1 to 0 transition during the evaluation
phase, as illustrated in Fig. 9.27. On the other hand, if we build a system by cascading
domino CMOS logic gates as shown in Fig. 9.29, all input transistors in subsequent logic
blocks will be turned off during the precharge phase, since all buffer outputs are equal to
0. During the evaluation phase, each buffer output can make at most one transition
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Figure 9.29. Cascaded domino CMOS logic gates.

(from 0 to 1), and thus each input of all subsequent logic stages can also make at most one
(0 to 1) transition. In a cascade structure consisting of several such stages, the evaluation
of each stage ripples the next stage evaluation, similar to a chain of dominos falling one
after the other. The structure is hence called domino CMOS logic.

Domino CMOS logic gates allow a significant reduction in the number of transistors
required to realize any complex Boolean function. The implementation of the 8-input
Boolean function, Z = AB + (C + D)(C + D) + GH, using standard CMOS and domino
CMOS, is shown in Fig. 9.30, where the reduction of circuit complexity is obvious. The
distribution of the clock signal within the system is quite straightforward, since a single
clock can be used to precharge and evaluate any number of cascaded stages, as long as
the signal propagation delay from the first stage to the last stage does not exceed the time
span of the evaluation phase. Also, conventional static CMOS logic gates can be used



together with domino CMOS gates in a cascaded configuration (Fig. 9.3 1). The limitation
is that the number of inverting static logic stages in cascade must be even, so that the
inputs of the next domino CMOS stage experience only 0 to 1 transitions during the
evaluation.

(a)

A

B

(b)

Figure 9.30. (a) An 8-input complex logic gate, realized using conventional CMOS logic and (b)
domino CMOS logic.
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Figure 9.31. Cascading domino CMOS logic gates with static CMOS logic gates.

There are also some other limitations associated with domino CMOS logic gates.
First, only non-inverting structures can be implemented using domino CMOS. If
necessary, inversion must be carried out using conventional CMOS logic. Also, charge
sharing between the dynamic stage output node and the intermediate nodes of the niMOS
logic block during the evaluation phase may cause erroneous outputs, as will be explained
in the following.

Consider the domino CMOS logic gate shown in Fig. 9.32, in which the intermediate
node capacitance C2 is comparable in size to the output node capacitance C1. We will
assume that all inputs are low initially, and that the intermediate node voltage across C2
has an initial value of 0 V. During the precharge phase, the output node capacitance C1
is charged up to its logic-high level of VDD through the pMOS transistor. In the next phase,
the clock signal becomes high and the evaluation begins. If the input signal of the
uppermost nMOS transistor switches from low to high during this evaluation phase, as
shown in Fig. 9.32, the charge initially stored in the output capacitance C1 will now be
shared by C2, leading to the so-called charge-sharing phenomenon. The output node
voltage after charge sharing becomes VDDJ(l + C2/C,). For example, if C1 = C2, the output
voltage becomes VDDJ2 in the evaluation phase. Unless its logic threshold voltage is less
than VDDJ2 , the output voltage of the following inverter will then inadvertently switch
high, which is a logic error. Thus, it is important to have C2 much smaller than C1.

Several measures can be taken in order to prevent erroneous output levels due to
charge sharing in domino CMOS gates. One simple solution is to add a weak pMOS pull-
Up device (with a small (WIL) ratio) to the dynamic CMOS stage output, which essentially
forces it high output level unless there is a strong pull-down path between the output and
the ground (Fig. 9.33). It can be observed that the weak pMOS transistor will be turned
on only when the precharge node voltage is kept high. Otherwise, it will be turned off as
V0ut becomes high.
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There are also some other limitations associated with domino CMOS logic gates.
First, only non-inverting structures can be implemented using domino CMOS If
necessary, inversion must be carried out using conventional CMOS logic. Also, charge
sharing between the dynamic stage output node and the intermediate nodes of the nMOS
logic block during the evaluation phase may cause erroneous outputs, as will be explained
in the following.

Consider the domino CMOS logic gate shown in Fig. 932, in which the intermediate
node capacitance C2 is comparable in size to the output node capacitance C1. We will
assume that all inputs are low initially, and that the intermediate node voltage across 2

has an initial value of 0 V. During the recharge phase, the output node capacitance Ci
is charged up to its logic-high level of VDD through the pMOS transistor. In the next phase,
the clock signal becomes high and the evaluation begins. If the input signal of the
uppermost nMOS transistor switches from low to high during this evaluation phase as
shown in Fig. 932, the charge initially stored in the output capacitance Ci will now be
shared by C2, leading to the so-called charge-sharing phenomenon. The output node
voltage after charge sharing becomes VDDI(I + C21C,). For example, if C, = C2, the output
voltage becomes VDD12 in the evaluation phase. Unless its logic threshold voltage is less
than VDD12, the output voltage of the following inverter will then inadvertently switch
high,'which is a logic error. Thus, it is important to have C2 much smaller than C,

Several measures can be taken in order to prevent erroneous output levels due to
charge sharing in domino CMOS gates. One simple solution is to add a weak pMOS pull-
Up device (with a small WIL) ratio) to the dynamic CMOS stage output, which essentially
forces a high output level unless there is a strong pull-down path between the output and
the ground (Fi 933). It can be observed that the weak pMOS transistor will be turned
on only when the recharge node voltage is kept high. Otherwise, it will be turned off as
V0.t becomes high.



VDD

Vx

Figure 9.32. Charge sharing between the output capacitance C and an intermediate node
capacitance C2 during the evaluation cycle may reduce the output voltage level.

4,.

Figure 9.33. A weak pMOS pull-up device in a feedback loop can be used to prevent the loss of
output voltage level due to charge sharing.

382

CHAPTER 9

k

4

I

i,

I

I



Another solution is to use separate pMOS transistors to precharge all intermediate
nodes in the nMOS pull-down tree which have a large parasitic capacitance. The
precharging of all high-capacitance nodes within the circuit effectively eliminates all
potential charge-sharing problems during evaluation. However, it can also cause addi-
tional delay time since the nMOS logic tree now has to drain a larger charge in order to
pull down the node voltage Vx. Another way of preventing logic errors due to charge
sharing is to make the logic threshold voltage of the inverter smaller, such that the final
stage output is not affected by lowering of V, due to charge sharing. It should be noted
that this design approach would trade off the pull-up speed (weaker pMOS transistor) for
lower sensitivity to the charge-sharing problem.

The use of multiple precharge transistors also enables us to use the precharged
intermediate nodes as resources for additional outputs. Thus, additional logic functions
can be realized by tapping the internal nodes of the dynamic CMOS stage, as illustrated
by two series-connected logic blocks in Fig. 9.34. The resulting multiple-output domino
CMOS logic gate allows us to simultaneously realize several complex functions using a
small number of transistors. Figure 9.35 shows the realization of four Boolean functions
of nine variables, using a single domino CMOS logic gate. The four functions to be
realized are listed in the following.

C1 = GI + P1Co

C2 = G2 + P2GI + P2PiCO

C3 =G3 + P3G2 + P3P2G1 + P3P2PICO

C4 =G4 + P4G3 + P4P3G2 + P4P3P2G1 + P4P3P2 P1Co

It can be shown that the functions Cl through C4 are the four carry terms to be used in a
four-stage carry-lookahead adder, where the variables G0 and Pi are defined as

G, Ai * Bi

Pi =Ai Bi

and A1 and Bi are the input bits associated with the i t stage. Hence, this circuit is also
known as the Manchester carry chain. The generation of the four carry terms using four
separate standard CMOS logic gates or four separate single-output domino CMOS
circuits, on the other hand, would require a large number of transistors and consequently
a much larger silicon area. Variants of the multiple-output dynamic CMOS circuit shown
in Fig. 9.35 are used widely in high-performance adder structures.

The transient performance of domino CMOS logic gates can be improved by
adjusting the nMOS transistor sizes in the pull-down path, with the objective of reducing
the discharge time. Shoji has shown that the best performance is obtained with a graded
sizing of nMOS transistors in series structures, where the nMOS transistor closest to the
output node also has the smallest (WIL) ratio. The domino CMOS circuit diagram and the
corresponding stick-diagram layout of an optimized example are shown in Fig. 9.36. The
fact that a graded reduction of transistor sizes from bottom to top ultimately leads to a
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better transient performance may seem counterintuitive. But, this effect can be explained
by observing the RC delay of the combined pull-down path consisting of series-
connected nMOS transistors.

4)

Figure 9.34. Precharging of internal nodes to prevent charge sharing also allows implementa-
tion of multiple-output domino CMOS structures.

Consider first the nMOS transistor closest to the output node. If the (WIL) ratio of
this transistor is reduced by a certain factor, two effects occur. First, the current- driving
capability will decrease, i.e., the equivalent resistance of the nMOS transistor will
increase. Second, the parasitic drain capacitance associated with this transistor will
decrease. If the length of the nMOS chain is sufficiently long, the increase in resistance
has little influence upon the combined RC delay time, whereas a reduction of the
capacitance significantly decreases the delay.

In fact, by applying Elmore's RC delay formula (see Chapter 6) to series-connected
nMOS structures, one can determine if a reduction of nMOS transistor sizes will improve
the transient performance. Let CL represent the precharge-node load capacitance of the
domino CMOS gate, and let C represent the parasitic drain capacitance of the nMOS
transistor closest to the precharge node. It is assumed that the inverter transistor sizes are
fixed and that the pull-down chain contains N series-connected nMOS transistors. Shoji
has shown that if the following condition
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Figure 9.35. Example of a multiple-output domino CMOS gate realizing four functions.
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Figure 9.36. (a) Four-input domino CMOS NAND gate and (b) the corresponding stick-
diagram layout to show the graded scaling of nMOS transistor sizes for improving the transient
performance.
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CL < (N- 1) C
2 (9.36)

is satisfied, the overall delay time can be reduced by decreasing the size of the nMOS
transistor closest to the output node. This result can be iteratively applied to the other
transistors in the pull-down chain, which leads to graded sizing of all nMOS devices. On
the other hand, if the inverter gate transistors are allowed to be optimized along with the
series-connected transistors, even shorter delays can be achieved with smaller chip area.

Example 9.4.

Consider the domino CMOS NAND2 gate shown below, where Cl = C2 = 0.05 pF. First,
the operation of the circuit with only one pMOS precharge transistor will be examined.
Since the two capacitances Cl and C2 are assumed to be equal to each other, we expect
that the charge-sharing phenomenon will cause erroneous output values, as explained
above, unless specific measures are taken to prevent it.

4-

vout

The SPICE-circuit input file of the domino CMOS NAND2 gate is listed below.

Dcaino CMOS with charge sharing
vdd 10 0 d 5V
vin 1 0 dc pule( 5 0 ns OIns Olnx long 22ne)
vb 4 0 dc pulse ( 0 5 35n O .1no 0.1ns lns 22n)
va 5 0 do pulse( 0 5 12ns 0.1ns 0.1no lns 22ns)
ml 2 1 0 0 n 1-5u wlOu
.2 3 4 2 0 n 1-5u w-Ou
m3 6 5 3 0 n 1u wlOu
.4 6 1 1010 np 1=5u w25u
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m6 7 6 0 0 mn 1-5u w-lOu
m7 7 6 10 10 up l-5u w-OOu
cload 6 0 0.05p
as 3 0 0.05p

cout 7 0 .lp
.model mn nmos vto-l gamna-0.4 kpm2.5e-5
modell up pos vto=-l gama-0.4 kp-1.0.-5
.tran O.lns 50ns
.print tran v(l) v(6) v(7) v(3)

.end

The transient simulation of this circuit shows that the precharge node voltage V. drops to
about 2.5 V during the evaluation phase, due to charge sharing. As a result, the inverter
output voltage erroneously switches to logic-high level during the first evaluation phase.

CK
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I I
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Now consider the case where an additional pMOS precharge transistor is connected
between the power supply voltage VDD and the intermediate node, as indicated in the
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figure above. Both pMOS transistors conduct during the precharge phase, and charge up
the node capacitances to the same voltage level. Consequently, charge sharing can no
longer cause a logic error at the output node. The simulation results with the additional
pMOS precharge transistor are plotted below, showing that the output node voltage is
pulled up to logic " 1 " only when both inputs are equal to logic " 1."
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It must be emphasized that there is a speed penalty for adding another pMOS precharge
transistor to the circuit. Simulation results indicate that the pull-down delay of the node
voltage V is actually increased by about 1 ns (approx. 25 percent) as a result of the
additional parasitic capacitance which is due to the precharge device.

NORA CMOS Logic (NP-Domino Logic)

In domino CMOS logic gates, all logic operations are performed by the nMOS transistors
acting as pull-down networks, while the role ofpMOS transistors is limited to precharging
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l

the dynamic nodes. As an alternative and a complement to nMOS-based domino CMOS
logic, we can construct dynamic logic stages using pMOS transistors as well. Consider
the circuit shown in Fig. 9.37, with alternating nMOS and pMOS logic stages.

nfMOS stages
precharge

Clock pMOS stages
() pre-discharge

All stages evaluate

nMOS stages
precharge

pMOS stages
pre-discharge

.4-
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All stages evaluate

Figure 9.37. NORA CMOS logic consisting of alternating nMOS and pMOS stages, and the
scheduling of precharge/evaluation phases.

Note that the precharge-and-evaluate timing of nMOS logic stages is accomplished
by the clock signal 0, whereas the pMOS logic stages are controlled by the inverted clock
signal, 4. The operation of the NORA CMOS circuit is as follows: When the clock signal
is low, the output nodes of nMOS logic blocks are precharged to VDD through the pMOS
precharge transistors, whereas the output nodes of pMOS logic blocks are pre-discharged
to 0 V through the nMOS discharge transistors, driven by . When the clock signal makes
a low-to-high transition (note that the inverted clock signal makes a high-to-low
transition simultaneously), all cascaded nMOS and pMOS logic stages evaluate one after
the other, much like the domino CMOS examined earlier. A simple NORA CMOS circuit
example is shown in Fig. 9.38.
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Figure 9.38. NORA CMOS logic circuit example.

The advantage of NORA CMOS logic is that a static CMOS inverter is not required
at the output of every dynamic logic stage. Instead, direct coupling of logic blocks is
feasible by alternating nMOS and pMOS logic blocks. NORA logic is also compatible
with domino CMOS logic. Outputs of NORA nMOS logic blocks can be inverted, and
then applied to the input of a domino CMOS block, which is also driven by the clock
signal . Similarly, the buffered output of a domino CMOS stage can be applied directly
to the input of a NORA nMOS stage.

The second important advantage of NORA CMOS logic is that it allows pipelined
system architecture. Consider the circuit shown in Fig. 9.39(a), which consists of an
nMOS-pMOS logic sequence similar to the one shown in Fig. 9.37, and a clocked CMOS
(C2MOS) output buffer. It can easily be seen that all stages of this circuit perform the
precharge-discharge operation when the clock is low, and all stages of the circuit evaluate
output levels when the clock is high. Therefore, we will call this circuit a p-section,
meaning that evaluation occurs during active 4.

Now consider the circuit shown in Fig. 9.39(b), which is essentially the same circuit
shown in Fig. 9.39(a), with the only difference being that the signals and have been
interchanged. In this circuit, all logic stages perform the precharge-discharge operation
when the clock is high, and all stages evaluate output levels when the clock is low.
Therefore, we will call this circuit a R.section, meaning that evaluation occurs during
active 4.

A pipelined system can be constructed by simply cascading alternating 4- and -
sections, as shown in Fig. 9.39(c). Note that each of the sections may consist of several
logic stages, and that all logic stages in one section are evaluated during the same clock
cycle. When the clock is low, the 4-sections in the pipelined system undergo the
precharge cycle, while the Ifsections undergo evaluation. When the clock signal changes
from low to high, the *-sections start the evaluation cycle, while the 4 sections undergo
precharge. Thus, consecutive sets of input data can be processed in alternating sections
of the pipelined system.
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(a)

(b)

(C)

Figure 9.39. (a) NORA CMOS p-section; evaluation occurs during o = 1. (b) NORA CMOS -

section; evaluation occurs during 0 = 0. (c) A pipelined NORA CMOS system.

As in all dynamic CMOS structures, NORA CMOS logic gates also suffer from
charge sharing and leakage. To overcome the dynamic charge sharing and soft- node
leakage problems in NORA CMOS structures, a circuit technique called Zipper CMOS
can be used.



Zipper CMOS Circuits

The basic circuit architecture of Zipper CMOS is essentially identical to NORA CMOS,
with the exception of the clock signals. The Zipper CMOS clock scheme requires the
generation of slightly different clock signals for the precharge (discharge) transistors and
for the pull-down (pull-up) transistors. In particular, the clock signals which drive the
pMOS precharge and nMOS discharge transistors allow these transistors to remain in
weak conduction or near cut-off during the evaluation phase, thus compensating for the
charge leakage and charge-sharing problems. The generalized circuit diagram and the
clock signals of the Zipper CMOS architecture are shown in Fig. 9.40.

Y.

Vn . .

VDD

0

VDD

VTn

0

Figure 9.40. General circuit structure and the clock signals of Zipper CMOS.
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True Single-Phase Clock (TSPC) Dynamic CMOS

The dynamic circuit technique to be presented in the following is distinctly different from
the NORA CMOS circuit architecture in that it uses only one clock signal which is never
inverted Since the inverted clock signal i is not used anywhere in the system, no clock
skew problem exists. Consequently, higher clock frequencies can be reached for dynamic
pipelined operation.

Consider the circuit diagram shown in Fig. 9.41. The circuit consists of alternating
stages called n-blocks and p-blocks, and each block is being driven by the same clock
signal p. An n-block is constructed by cascading a dynamic nMOS stage and a dynamic
latch, while a p-block is constructed by cascading a dynamic pMOS stage and a dynamic
latch.

When the clock signal is low, the output node of the n-block is being precharged to
VbD by the pMOS precharge transistor. When the clock signal switches from low to high,
the logic stage output is evaluated and the output latch generates a valid output level. On
the other hand, we can see by inspection that the p-block pre-discharges when the clock
is high, and evaluates when the clock is low. This means that a cascade-connection of
alternating n-block and p-block circuits as shown in Fig. 9.41 will allow pipelined
operation using a single clock signal. Compared to NORA CMOS, we need two extra
transistors per stage, but the ability to operate with a true single-phase clock signal offers
very attractive possibilities from the. system-design point of view.

N-block

Dynamic Logic
Circuits

to next
N-block

P-block

Figure 9.41. A pipelined true single-phase clock CMOS system.

Figure 9.42 shows the circuit diagram of a rising edge-triggered D-type flip-flop
(DFF) which is constructed with the TSPC principle. The circuit consists of eleven
transistors, in four simple stages. When the clock signal is low, the first stage acts as a
transparent latch to receive the input signal, while the output node of the second stage is

393



being precharged. During this cycle, the third and fourth stages simply keep the previous
output state. When the clock signal switches from low to high, the first stage ceases to be
transparent and the second stage starts evaluation. At the same time, the third stage
becomes transparent and transmits the sampled value to the output. Note that the final
stage (inverter) is only used to obtain the non-inverted output level.

The mask layout of this circuit (using 0.8 gum CMOS technology design rules) is
shown in Fig. 9.43. The device dimensions are (W/L)n = (2 gm/0.8 ,um) for nMOS
transistors, and (W/L)p = (5.6 ,tm/0.8 jim) for pMOS transistors. The layout parasitics
were determined through circuit extraction, and the extracted circuit file was simulated
with SPICE to determine its performance. The simulated input and output waveforms of
the TSPC-based DFF circuit are given in Fig. 9.44. It can be seen that the circuit is capable
of operating with a clock frequency of 500 MHz. With their relatively simple design, low
transistor count and high speed, TSPC-based circuits offer a very favorable alternative
to conventional CMOS circuits, especially in high-performance designs.

Figure 9.42. Circuit diagram of a TSPC-based rising edge-triggered DFF.

n

VDD

.liii FNWELL

P.
i POLY

= MET-I
i MET-2

CK

GND

Q

Figure 9.43. Mask layout of the TSPC-based DFF circuit.
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Figure 9.44. Simulation results showing the operation of the TSPC-based DFF circuit, with a
clock frequency of 500 MHz.
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Exercise Problems

9.1 Consider the CMOS circuit shown in Fig. P9.1 that was designed to drive a total
capacitive load of CL= 0.2 pF. For the n-channel devices, assume zero bias threshold
voltage V. = 1.0 V and transconductance k' = 50 ,uA/V2. For the p-channel devices,
assume V,= -1.0 Vandk' =25 pA/V2. Use the W/L ratios for each device as shown
in the figure. The initial voltage across the load capacitor CL is 0 V. The waveform
at input E is identical to 0 V for all time. For the clock CK and the rest of the inputs,
the waveforms are also shown in the figure. Sketch the voltage waveform across the
load capacitor CL and provide clear marking of the 50% crossings along the time axis
in nanoseconds for both rise and fall transitions. Hint: The n-channel transistor group
can be approximated by a single equivalent n-channel transistor and either an
average-current method or a state-equation method may be used to compute the
required delay times.

CK

5V

nt
ABC,DF

J 5V

Figure P9.1
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9.2 In logic design, complex gates such as AOI or OAI gates are often used to 397
combine the functions of several gates into a single gate, thus reducing the chip area
and parasitics of the circuit. Let us consider an OAI432 whose logic Dynamic Logic

function is Z=(A+B+C+D)(E+F+G)(H+I). Assume that only A, Circuits

E, H inputs are high and other inputs are low. The device parameters are:

CjsW = 250 pF/m
Cj = 80 gF/m2

Co = 350 giF/m 2

LD =0.5 gm
Keq = 1.0 for worst-case capacitance
Cmeta, = 2.0 pF/cm
CP-1 = 2.2 pF/cm
Rp.1y = 25 Q/sq.
Rmetal = 0.2 Q/sq.
Polysilicon line width = 2 gim, metal line width = 2 jim
k,'n = 20 jiA/V2

k'p = 10 uA/V 2

IV70 = 1.0 V

(a) Draw a full CMOS circuit diagram for this OA1432.

(b) Draw a domino CMOS circuit diagram which implements Z.

(c) Draw an equivalent circuit for this case by using equivalent transistor sizes with
W/L=30/2 (both for nMOS and pMOS).

(d) By assuming that the total parasitic capacitances at the precharging node and the
output nodes are 0.2 pF, calculate the delay from the end of precharging (clock
signal is a rectangular pulse) to the time point at which output voltage reaches
2.5 V. For simple analysis, neglect the body effect. For approximate solution of
this problem, first calculate the delay for the precharging node to fall to 2.5 V.
Then use a rectangular pulse at that time point which falls from 5 V to 0 V to
calculate the delay of the inverter gate. The total delay can be found by adding
the two delay components. (A more accurate method is to approximate the
precharging node voltage by a falling ramp func-tion.)

9.3 Discuss the charge-sharing problems in VLSI circuits. Explain various circuit
techniques used in domino CMOS circuits for solving charge-sharing problems.
State as many as you know.

9.4 Bootstrapping circuits are used to increase the gate voltages of transistors such that
the drain node voltage can be pulled high (despite the threshold voltage drop). The
circuit shown in Fig. P9.4 can be used for such purposes and can indeed increase the



node voltage at X well beyond VDD = V. Determine the maximum achievable
voltage at node X using the following parameters:

VT = 1.0 V
Y= 0.3 V 1'2

12OF = 0.6 V
VOL = 0.2 V
Cub = 12 fF
Cboot = 20 fF

5V

Vin

Vout

Figure P9.4

9.5 A CMOS circuit is shown in Fig. P9.5. Suppose that the precharge transistor was
chosen such that node X is guaranteed to be charged to VDD. All nMOS transistors
have W/L=20. Determine how long it takes for the node voltage at X to decrease to
0.8 VDD after the clock signal pulse goes to high (with zero rise time) when input
voltages at A, B, D are 5 V and the input voltage at C is zero. Assume the following
parameter values:

. y= 0.0 V112

* VT = 1.0 V

* k'= 10 gAN2

Hint: The nMOS transistor tree between node X and the ground can be
approximated by an equivalent transistor with an effective WIL.
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Figure P9.5

9.6 The inputs to a domino logic gate are always LO during the precharge phase
( = LO) and may undergo a LO-to-HI transition during the evaluation phase ( =
HI). Consider the domino 3-input AND gate shown in Fig. P9.6 below. If, during the
evaluation phase, A = HI, B = LO, and C = LO, charge sharing will cause the voltage
at the input of the inverter to drop. Given that the switching threshold of the inverter
is 3 V, calculate the maximum ratio CP/CL necessary to ensure that charge sharing
does not corrupt the value of F for the given case.

5V

F

Figure P9.6



9.7 Consider the following CMOS logic circuit, which is a simple domino circuit. Node
X is connected to a CMOS inverter so that the output of the inverter can be directly
fed to the next stage of the domino circuit. ]
(a) Explain how the voltage level at node X, after it is precharged to 5 V, can be

affected by the charge sharing between node X and node Y if their node
capacitances are the same. Express the final voltage at node X in terms of the
initial voltage at node Y when the charge sharing is completed, following the full
precharge operation when the gate terminal of transistor M2 is fixed at 0 V.

(b) Determine the ratio between device transconductance parameters, k and k, of
the inverter to prevent any logic error due to charge sharing between nodes X and
Y under all circumstances. Assume that the magnitudes of threshold voltages in
the inverter are equal to 1.0 V. The use of Level 1 transistor current equations
is deemed adequate.

5v

x

Figure P9.7

9.8 Consider the domino CMOS circuit shown in Fig. P9.6. Using the input
voltage waveforms illustrated in Fig. P9.8 determine the output voltage waveform.
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CHAPTER 10

SEMICONDUCTOR
MEMORIES

10.1. Introduction

Semiconductor memory arrays capable of storing large quantities of digital information
are essential to all digital systems. The amount of memory required in a particular system
depends on the type of application, but, in general, the number of transistors utilized for
the information (data) storage function is much larger than the number of transistors used
in logic operations and for other purposes. The ever-increasing demand for larger data
storage capacity has driven the fabrication technology and memory development towards
more compact design rules and, consequently, toward higher data storage densities. Thus,
the maximum realizable data storage capacity of single-chip semiconductor memory
arrays approximately doubles every two years. On-chip memory arrays have become
widely used subsystems in many VLSI circuits, and commercially available single-chip
read/write memory capacity has reached 64 megabits. This trend toward higher memory
density and larger storage capacity will continue to push the leading edge of digital
system design.

The area efficiency of the memory array, i.e., the number of stored data bits per unit
area, is one of the key design criteria that determine the overall storage capacity and,
hence, the memory cost per bit. Another important issue is the memory access time, i.e.,
the time required to store and/or retrieve a particular data bit in the memory array. The
access time determines the memory speed, which is an important performance criterion
of the memory array. Finally, the static and dynamic power consumption of the memory
array is a significant factor to be considered in the design, because of the increasing



importance of low-power applications. In the following, we will investigate different
types of MOS memory arrays and discuss in detail the issues of area, speed, and power
consumption for each circuit type.

Memory circuits are generally classified according to the type of data storage and the
type of data access. Read-Only Memory (ROM) circuits allow, as the name implies, only
the retrieval of previously stored data and do not permit modifications of the stored
information contents during normal operation. ROMs are non-volatile me ories, i.e., the
data storage function is not lost even when the power supply voltage is off. Depending
on the type of data storage (data write) method, ROMs are classified as mask-pro-
grammed ROMs, Programmable ROMs (PROM), Erasable PROMs (EPROM), and
Electrically Erasable PROMs (EEPROM).

Semiconductor Memories

Read-Only Memory (ROM)

* Mask programmed
* Programmable ROM (PROM)
* Erasable PROM (EPROM)
* Electrically Erasable PROM

(EEPROM)
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Read/Write (R/W) Memory
or Random Access Memory (RAM)

Static RAM
(SRAM)

Dynamic RAM
(DRAM)

Figure 10.1. Overview of semiconductor memory types.

Read-write (R/W) memory circuits, on the other hand, must permit the modification
(writing) of data bits stored in the memory array, as well as their retrieval (reading) on
demand. This requires that the data storage function be volatile, i.e., the stored data are
lost when the power supply voltage is turned off. The read-write memory circuit is
commonly called Random Access Memory (RAM), mostly due to historical reasons.
Compared to sequential-access memories such as magnetic tapes, any cell in the R/W
memory array can be accessed with nearly equal access time. Based on the operation type
of individual data storage cells, RAMs are classified into two main categories: Static
RAMs (SRAM) and Dynamic RAMs (DRAM). Figure 10.1 shows an overview of the
different memory types and their classifications.

A typical memory array organization is shown in Fig. 10.2. The data storage
structure, or core, consists of individual memory cells arranged in an array of horizontal
rows and vertical columns. Each cell is capable of storing one bit of binary information.
Also, each memory cell shares a common connection with the other cells in the same row,
and another common connection with the other cells in the same column. In this structure,
there are 2 rows, also called word lines, and 2M columns, also called bit lines. Thus, the
total number of memory cells in this array is 2 x 2.
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Figure 10.2. Typical random-access memory array organization.

To access a particular memory cell, i.e., a particular data bit in this array, the
corresponding bit line and the corresponding word line must be activated (selected). The
row and column selection operations are accomplished by row and column decoders,
respectively. The row decoder circuit selects one out of 2N word lines according to an N-
bit row address, while the column decoder circuit selects one out of 2M bit lines according
to an M-bit column address. Once a memory cell or a group of memory cells are selected
in this fashion, a data read and/or a data write operation may be performed on the selected
single bit or multiple bits on a particular row. The column decoder circuit serves the
double duties of selecting the particular columns and routing the corresponding data
content in a selected row to the output.

We can see from this simple discussion that individual memory cells can be accessed
for data read and/or data write operations in random order, independent of their physical
locations in the memory array. Thus, the array organization examined here is called a
Random Access Memory (RAM) structure. Notice that this organization can be used for
both read-write memory arrays and read-only memory arrays. In the following sections,
however, we will use the acronym RAM specifically for read-write memories, because
it is the universally accepted abbreviation for this particular type of memory array.
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10.2. Read-Only Memory (ROM) Circuits

The read-only memory array can also be seen as a simple combinational Boolean network
which produces a specified output value for each input combination,i.e., for each address.
Thus, storing binary information at a particular address location can be achieved by the
presence or absence of a data path from the selected row (word line) to the selected
column (bit line), which is equivalent to the presence or absence of a device at that
particular location. In the following, we will examine two different implementations for
MOS ROM arrays. Consider first the 4-bit x4-bit memory array shown in Fig. 10.3. Here,
each column consists of a pseudo-nMOS NOR gate driven by some of the row signals,
i.e., the word lines.

i
.. .1Jv

R2

R3

,R,4 |
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Memories

VDD VDD VDD VDD

JT IT T IT

-

C1 C2

R1 R2 R3 R4

1 0

0 1

0 0

0 0

0 0

0 0

1 0

0 1

C1 C2 03 C4

0 1 0 1

0 0 1 1

1 0 0 1

0 1 1 0

C3 C4

Figure 10.3. Example of a 4-bit x 4-bit NOR-based ROM array.

As described in the previous section, only one word line is activated (selected) at a
time by raising its voltage to VDD, while all other rows are held at a low voltage level. If
an active transistor exists at the cross point of a column and the selected row, the column
voltage is pulled down to the logic low level by that transistor. If no active transistor exists
at the cross point, the column voltage is pulled high by the pMOS load device. Thus, a
logic " 1 "-bit is stored as the absence of an active transistor, while a logic ""-bit is stored
as the presence of an active transistor at the crosspoint. To reduce static power
consumption, the pMOS load transistors in the ROM array shown in Fig. 10.3 can also
be driven by a periodic precharge signal, resulting in a dynamic ROM.

In actual ROM layout, the array can be initially manufactured with nMOS transistors
at every row-column intersection. The " 1 "-bits are then realized by omitting the drain or
source connection, or the gate electrode of the corresponding nMOS transistors in the
final metallization step. Figure 10.4 shows four nMOS transistors in a NOR ROM array,
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406 forming the intersection of two metal bit lines and two polysilicon word lines. To save
silicon area, the transistors in every two adjacent rows are arranged to share a common

CHAPTER 10 ground line, also routed in n-type diffusion. To store a 0-bit at a particular address
location, the drain diffusion of the corresponding transistor must be connected to the
metal bit line via a metal-to-diffusion contact. Omission of this contact, on the other hand,
results in a stored "1 "-bit.

metal column (bit)
lines to load devices metal

/
polysilicc
row (wor
lines \

F1
L 
r_ _ 

contact ! |
Li-, .,

n -Vcn~a

(0 bit) (1 bit)

1 poly
- diffusion
_ to GND

: poly

Figure 10.4. Layout example of a NOR ROM array.

Figure 10.5 shows a larger portion of the ROM array, except for the pMOS load
transistors connected to the metal columns. Here, the 4-bit x 4-bit ROM array shown in
Fig. 10.3 is realized using the contact-mask programming methodology described above.
Note that only 8 of the 16 nMOS transistors fabricated in this structure are actually
connected to the bit lines via metal-to-diffusion contacts. In reality, the metal column
lines are laid out directly on top of diffusion columns to reduce the horizontal dimension
of the ROM array.

A different NOR ROM layout implementation is based on deactivation of the nMOS
transistors by raising their threshold voltages through channel implants. Figure 10.6
shows the circuit diagram of a NOR ROM array in which every two rows of nMOS
transistors share a common ground connection, and every drain diffusion contact to the
metal bit line is shared by two adjacent transistors. In this case, all nMOS transistors are
already connected to the column lines (bit lines); therefore, storing a " 1 "-bit at a particular
location by omitting the corresponding drain contact is not possible. Instead, the nMOS
transistor corresponding to the stored " 1 "-bit can be deactivated, i.e., permanently turned
off, by raising its threshold voltage above the VOH level through a selective channel
implant during fabrication.

The alternative layout of the 4-bit x 4-bit bit ROM array example (Fig. 10.3), which
is based on implant-mask programming, is shown in Fig. 10.7. Note that in this case, each
threshold voltage implant signifies a stored "1"-bit, and all other (non-implanted)
transistors correspond to stored "0"-bits. Since each diffusion-to-metal contact in this
structure is shared by two adjacent transistors, the implant-mask ROM layout can yield
a higher core density, i.e., a smaller silicon area per stored bit, compared to the contact-
mask ROM layout.
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Figure 10.5. Layout of the 4-bit x 4-bit NOR ROM array example shown in Fig. 10.3.
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polyl
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Figure 10.6. Arrangement of the nMOS transistors in the implant-mask programmable NOR
ROM array. Every metal-to-diffusion contact is shared by two adjacent devices.
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Figure 10.7. Layout of the 4-bit x 4-bit NOR ROM array example shown in Fig. 10.3. The
threshold voltages of" -bit transistors are raised above VDD through implant.

Next, we will examine a significantly different ROM array design, which is also
called a NAND ROM (Fig. 10.8). Here, each bit line consists of a depletion-load NAND
gate, driven by some of the row signals, i.e., the word lines. In normal operation, all word
lines are held at the logic-high voltage level except for the selected line, which is pulled
down to logic-low level. If a transistor exists at the crosspoint of a column and the selected
row, that transistor is turned off and the column voltage is pulled high by the load device.
On the other hand, if no transistor exists (shorted) at that particular crosspoint, the column
voltage is pulled low by the other nMOS transistors in the multi-input NAND structure.
Thus, a logic "1 "-bit is stored by the presence of a transistor that can be deactivated, while
a logic "0"-bit is stored by a shorted or normally on transistor at the crosspoint.

As in the NOR ROM case, the NAND-based ROM array can be fabricated initially
with a transistor connection present at every row-column intersection. A "0-bit is then
stored by lowering the threshold voltage of the corresponding nMOS transistor at the
cross point through a channel implant, so that the transistor remains on regardless of the
gate voltage (i.e., the nMOS transistor at the intersection becomes a depletion-type
device). The availability of this process step is also the reason why depletion-type nMOS
load transistors are used instead of pMOS loads in the example shown above. Figure 10.9
shows a sample 4-bit x 4-bit layout of the implant-mask NAND ROM array. Here, vertical
columns of n-type diffusion intersect at regular intervals with horizontal rows of
polysilicon, which results in an nMOS transistor at each intersection point. The transis-
tors with threshold voltage implants operate as normally-on depletion devices, thereby
providing a continuous current path regardless of the gate voltage level. Since this



structure has no contacts embedded in the array, it is much more compact than the NOR
ROM array. However, the access time is usually slower than the NOR ROM, due to
multiple series-connected nMOS transistors in each column. An alternative layout
method for the NAND ROM array is not to place the nMOS transistors at ""-bit
locations, as in the case of the PLA (Programmable Logic Array) layout generation. In
this case, the missing transistor is simply replaced by a metal line, instead of using a
threshold voltage implant at that location.

R1 R2 R3 R4

0 1 1 1

1 0 1 1

1 '1 0 1

1 1 1 0
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0 1 0' 1

0 0 1 1

1 0 0 1

0 1 1 0

Figure 10.8. A 4-bit x 4-bit NAND-based ROM array.

poly

poly

poly

poly

diffusion lines to GND

Figure 10.9. Implant-masklayoutoftheNANDROM array exampleinFig. 10.8. The threshold
voltages of -bit transistors are lowered below 0 V through implant.
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Design of Row and Column Decoders

Now we will turn our attention to the circuit structures of row and column address
decoders, which select a particular memory location in the array, based on the binary row
and column addresses. A row decoder designed to drive a NOR ROM array must, by
definition, select one of the 2 word lines by raising its voltage to VOH. As an example,
consider the simple row address decoder shown in Fig. 10.10, which decodes a two-bit
row address and selects one out of four word lines by raising its level.

Row 2 l Word lines
A2 Decoder R3 r (to ROM array)

Address R4
bits

A1 A2 R1 R2 R3 R4

0 0 1 0 0 0
0 1 0 1 0 0
1 0 0 0 1 0
11 0 0 0 1

Figure 10.10. Row address decoder example for 2 address bits and 4 word lines.

A most straightforward implementation of this decoder is another NOR array,
consisting of 4 rows (outputs) and 4 columns (two address bits and their complements).
Note that this NOR-based decoder array can be built just like the NOR ROM array, using
the same selective programming approach (Fig. 10.11). The ROM array and its row
decoder can thus be fabricated as two adjacent NOR arrays, as shown in Fig. 10.12.

Figure 10.11. NOR-based row decoder circuit for 2 address bits and 4 word lines.
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We other hand, must lower the
;all other rows at a logic-high
it NAND gate for each of the
for four rows and the double
Iare shown in Fig. 10. 13. As
,ND ROM array can thus be
ty itself.

1 2 3 N
Address bits 2M columns

Figure 10.12. Implementation of the row decoder circuit and the ROM array as two adj acent NOR
planes.

A row decoder designed to drive a NAND ROM, on the other hand, must lower the
voltage level of the selected row to logic "0" while keeping all other rows at a logic-high
level. This function can be implemented by using an N-input NAND gate for each of the
row outputs. The truth table of a simple address decoder for four rows and the double
NAND-array implementation of the decoder and the ROM are shown in Fig. 10. 13. As
in the NOR ROM case, the row address decoder of the NAND ROM array can thus be
realized using the same layout strategy as the memory array itself.

A1 A2 RR2 R3 R4

0 0 0 1 1 1
0 1 1 0 1 1
1 0 1 1 0 1
1 1 1 11 0

2N word lines

NAND NN
Row . ROM Array

1 2 3 N
Address bits 2M columns

Figure 10.13. Truth table of a row decoder for the NAND ROM array, and implementation of the
row decoder circuit and the ROM array as two adjacent NAND planes.

Figure 10.12. Imp]
planes.

A row decod
voltage level of tf
level. This functi(
row outputs. The
NAND-array imr
in the NOR RON
realized using the

Figure 10.13. Trut
row decoder circuit
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The column decoder circuitry is designed to select one out of 2M bit lines (columns)
of the ROM array according to an M-bit column address, and to route the data content of
the selected bit line to the data output. A straightforward but costly approach would be
to connect an nMOS pass transistor to each bit-line (column) output, and to selectively
drive one out of 2M pass transistors by using a NOR-based column address decoder, as
shown in Fig. 10.14. In this arrangement, only one nMOS pass transistor is turned on at
a time, depending on the column address bits applied to the decoder inputs. The
conducting pass transistor routes the selected column signal to the data output. Similarly,
a number of columns can be chosen at a time, and the selected columns can be routed to
a parallel data output port.

Note that the number of transistors required for this column decoder implementation
is 2(M+ 1), i.e., 2m pass transistors for each bit line and M 2 M transistors for the decoder
circuit. This number can quickly become excessive for large M, i.e., for a large number
of bit lines.

ROM Array

1 -

3-

Column
address :
bits

NOR
Address
Decoder

2

3

-l

2

I I
II

3

2M pass
transistors

2M

'Data output

Figure 10.14. Bit-line (column) decoder arrangement using a NOR address decoder and nMOS
pass transistors for every bit line.

An alternative design of the column decoder circuit is to build a binary selection tree
consisting of consecutive stages, as shown in Fig. 10.15. In this case, the pass transistor
network is used to select one out of every two bit lines at each stage (level), whereas the
column address bits drive the gates of the nMOS pass transistors. Notice that a NOR
address decoder is not needed for this decoder tree structure, thereby reducing the number
of transistors significantly although it requires M additional inverters (2M transistors) for
complementing column address bits. The example shown in Fig. 10.15 is a column
decoder tree for eight bit lines, which requires three column address bits (and their
complements) to select one of the eight columns.

One drawback of the decoder tree approach is that the number of series-connected
nMOS pass transistors in the data path is equal to the number of column address bits, M.
This situation can cause a long data access time, since the decoder delay time depends on
the equivalent series resistance of the decoder branch that directs the column data to the
output. To overcome this constraint, column address decoders can be built as a combi-
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nation of the two structures presented here, i.e., consisting of relatively shallow, partial 413
tree decoders and of additional selection circuits similar to that shown in Fig. 10.14.
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B1

B2

2

B3

B3

Colul
addn
hit.

Data output

Figure 10.15. Column decoder circuit for eight bit lines, implemented as a binary tree decoder
which is driven directly by the three column address bits.

Example 10.1.

In the following example, the design of a 32-kbit NOR ROM array will be considered,
and the relevant design issues related to access time analysis will be examined.

A 32-kbit ROM array consists of 215 32,768 individual memory cells, which are
arranged into a certain number of the rows and columns, as already explained in the
beginning of this chapter. Note that the sum of row address bits and the column address
bits must be equal to 15 in a 32-kbit array; the actual number of rows and columns in the
memory array may be determined according to this and other constraints, as will be
demonstrated in the following.

Assume that the ROM array under consideration has 7 row address bits and 8 column
address bits, which results in a memory array of 128 rows and 256 columns. A section of
the memory cell layout is shown i Fig. 10.16, in which the programming is done by an
implant-mask to adjust the threshold voltages of those transistors which are to be left
inactive (cf. Fig. 10.7). To provide a compact layout, the drain contact shown here is
actually shared by two adjacent transistors, and the metal bit line (column) runs directly
on top of the diffusion columns shown in this example. To simplify the mask view, the
metal column line is not shown in Fig. 10.16.

------------
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Drain contact shared
by two adjacent
transistors.
(Contact to metal
column running on top
of each diffusion
column)

n+ diffusion -----------------

rx1 Iau
memory cell

Figure 10.16. Simplified mask layout of the implant-mask programmable NOR ROM array
considered in the example. All dimensions are in micrometers (W = 2 glm, L = 1.5 gm).

Other relevant parameters of the structure are:

u, C0 = 20 gA/V2

Co. = 3.47 pAF/cm 2

Poly sheet resistance = 20 O/square

First, we calculate the row resistance and row capacitance per bit, i.e., per memory
cell. It is assumed that the row capacitance of each memory cell is dictated primarily by
the thin oxide capacitance of the nMOS transistor, and that the polysilicon capacitance
outside the active region is negligible. The row resistance associated with each memory
cell, on the other hand, is calculated by summing the number of polysilicon squares (in
this case, three) over the unit cell.

CrOw= Co, W *L=10.4 fF/bit

Rrow = (# of squares) x (Poly sheet resistance) = 60 Q/bit

We note that each polysilicon row (word line) in this memory array is actually a
distributed RC transmission line. Figure 10.17 depicts a few components of this structure,
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which ultimately affects the row access time of the memory array in consideration. It can
be seen that once the row is selected by the row address decoder, i.e., the row voltage is
forced to a logic-high level at one end of the word line, the gate voltage of the last (256th)
transistor in that row will rise last because of the RC line delay. The propagation delay
time of the gate voltage of the 256th transistor in the row determines the row access time,
t, 0, (Fig. 10. 18).

R, =6OL R2 =60Q R2 5 5 =60Q R2 5 6 =60Q
_ I V ........ V256

yin tJCC2 IC255 I C256
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Figure 10.17. RC transmission line representation of the polysilicon word line.

V

VOH

V5 0%

tROW

Figure 10.18. Definition of the row access time in a memory array with 256 columns.

By neglecting the signal propagation delay associated with the row address decoder
circuit, and assuming that the row (word line) is driven by an ideal step voltage waveform,
the row access time can be approximated by using the following empirical formula,

trow = O. 3 8 . RT CT = 15.53 ns
where

RT= R =15. 36 W
all columns

CT= i C =2.66pF
all columns

A more accurate RC delay value can be calculated by using the Elmore time constant for
RC ladder circuits, as follows.

1
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The row access time t row is the time delay associated with selecting and activating one of
the 128 word lines in this ROM array.

To calculate the column access time, we need to consider one of the 128-input NOR
gates, which represent the bit lines in this ROM structure. The pseudo-nMOS NOR gate
corresponding to each column is designed by using a pMOS load transistor, in which the
(WIL) ratio is (4/1.5) (Fig. 10.19).

VDD

(4/1.5)

column
output

RI R2-I R128 E2 1.5)

Figure 10.19. 128-input NOR gate representation of a column (bit line) in the ROM array.

The combined column capacitance loading the output node of the 128-input NOR gate
can be approximated by adding up the parasitic capacitances of each driver transistor.

Ccolumn =128x(Cgd, driver +Cdb, driver) 1.5 pF
where

Cgd,driver + Cdb, driver = . 01 18 pF/word line

Since only one word line (row) is activated at a time by the row address decoder, the NOR
gate representing the column can actually be-reduced to the inverter shown in Fig. 10.20.
To calculate the column access time, we must consider the worst-case signal propagation
delay TpHL (for falling output voltage) for this inverter. By using the propagation delay
formula (6.22) in Chapter 6, the worst-case column access time can thus be calculated
as tcolumn = 18 ns. Note that the propagation delay for rising output signals TpLH is not
considered here because the bit line (column) is precharged high before each row access
operation.
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Ccolumn

Figure 10.20. Equivalent inverter circuit representing the bit line (column). Note that only one
word line (row) is activated at a time.

The total access time for this ROM array consisting of 128 rows and 256 columns is
found by adding the row and column access times, as tccess = 38.5 ns.

At this point, we may also consider a different arrangement for the ROM array, which
consists of 256 rows and 128 columns, i.e., using 8 row address bits and 7 column address
bits. Since the number of columns in this arrangement is half of the number of columns
in the previous example, the total row resistance and row capacitance values will be
approximately half of those obtained for the 256-column arrangement. Consequently, the
row access time for this structure will be one-fourth of the row access time found for the
256-column ROM array, i.e., approximately 5 ns. The number of rows in the new
arrangement, on the other hand, is 256, which results in a column capacitance approxi-
mately twice that in the previous case. Thus, the column access time of the 256-by- 128
memory array will be twice as large, approximately 36 ns. In conclusion, we find that the
total access time of the 128-by-256 array examined initially is shorter than that of the 256-
by-128 array.

10.3. Static Read-Write Memory (SRAM) Circuits

As already explained in Section 10.1, read-write (R/W) memory circuits are designed to
permit the modification (writing) of data bits to be stored in the memory array, as well
as their retrieval (reading) on demand. The memory circuit is said to be static if the stored
data can be retained indefinitely (as long as a sufficient power supply voltage is
provided), without any need for a periodic refresh operation. We will examine the circuit
structure and the operation of simple SRAM cells, as well as the peripheral circuits
designed to read and write the data.

The data storage cell, i.e., the 1-bit memory cell in static RAM arrays, invariably
consists of a simple latch circuit with two stable operating points (states). Depending on
the preserved state of the two-inverter latch circuit, the data being held in the memory cell
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will be interpreted either as a logic "0" or as a logic " 1." To access (read and write) the
data contained in the memory cell via the bit line, we need at least one switch, which is
controlled by the corresponding word line, i.e., the row address selection signal (Fig.
10.21(a)). Usually, two complementary access switches consisting of nMOS pass
transistors are implemented to connect the 1-bit SRAM cell to the complementary bit
lines (columns). This can be likened to turning the car steering wheel with both left and
right hands in complementary directions.

VDD

bit line C \bit line C

_ 1-bit'SRAM cell 

(a)

VDD

X-1 1-I

VDD

Figure 10.21. Various configurations of the static RAM cell. (a) Symbolic representation of the
two-inverter latch circuit with access switches. (b) Generic circuit topology of the MOS static
RAM cell. (c) Resistive-load SRAM cell. (d) Depletion-load nMOS SRAM cell. (e) Full CMOS
SRAM cell.

And



Figure 10.2 1 (b) shows the generic structure of the MOS static RAM cell, consisting
of two cross-coupled inverters and two access transistors. The load devices may be
polysilicon resistors, depletion-type nMOS transistors, or pMOS transistors, depending
on the type of the memory cell. The pass gates acting as data access switches are
enhancement-type nMOS transistors.

The use of resistive-load inverter with undoped polysilicon resistors in the latch
structure typically results in a significantly more compact cell size, compared with the
other alternatives (Fig. 10.2 1(c)). This is true since the resistors can be stacked on top of
the cell (using double-polysilicon technology), thereby reducing the cell size to four
transistors, as opposed to the six-transistor cell topologies. If multiple polysilicon layers
are available, one layer can be used for the gates of the enhancement-type nMOS
transistors, while another level is used for load resistors and interconnects.

In order to attain acceptable noise margins and output pull-up times for the resistive-
load inverter, the value of the load resistor has to be kept relatively low, as already
examined in Section 5.2. On the other hand, a high-valued load resistor is required in
order to reduce the amount of standby current being drawn by each memory cell. Thus,
there is a trade-off between the high resistance required for low power and the require-
ment to provide wider noise margins and high speed. The power consumption issue will
be addressed later in more detail.

The six-transistor depletion-load nMOS SRAM cell shown in Fig. 10.21(d) can be
easily implemented with one polysilicon and one metal layer, and the cell size tends to
be relatively small, especially with the use of buried metal-diffusion contacts. The static
characteristics and the noise margins of this memory cell are typically better than those
of the resistive-load cell. The static power consumption of the depletion-load SRAM cell,
however, makes it an unsuitable candidate for high-density SRAM arrays.

The full CMOS SRAM cell shown in Fig. 10.21(e) achieves the lowest static power
dissipation among the various circuit configurations presented here. In addition, the
CMOS cell offers superior noise margins and switching speed as well: The comparative
advantages and disadvantages of the CMOS static RAM cell will be investigated in depth
later in this section.

SRAM Operation Principles

Figure 10.22 shows a typical four-transistor resistive-load SRAM cell widely used in
high-density memory arrays, consisting of a pair of cross-coupled inverters. The two
stable operating points of this basic latch circuit are used to store a one-bit piece of
information; hence, this pair of cross-coupled inverters make up the central component
of the SRAM cell. To perform read and write operations, we use two nMOS pass
transistors, both of which are driven by the row select signal, RS. Note that the SRAM cell
shown in Fig. 10.22 is accessed via two bit lines or columns, instead of one. This
complementary column arrangement allows for a more reliable operation.

When the word line (RS) is not selected, i.e., when the voltage level of line RS is equal
to logic "0," the pass transistors M3 and M4 are turned off. The simple latch circuit
consisting of two cross-connected inverters preserves one of its two stable operating
points; hence, data is being held. At this point, consider the two columns, C and C. If all
word lines in the SRAM array are inactive, the relatively large column capacitances are

a. -
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Figure 10.22. Basic structure of the resistive-load SRAM cell, shown with the column pull-up
transistors.

charged-up by the column pull-up transistors, MP1 and MP2. Since both transistors
operate in saturation, the steady-state voltage level Vc for both columns is determined
by the following relationship:

VDD-VC = VTO + Y(I20FI+VC- I20FI) (10.1)

Assuming VDD = 5 V, VM = 1 V, 12PFI = 0.6 V, and y= 0.4 VI 12, this voltage level is found
to be approximately equal to 3.5 V. Note that the voltage levels of the two complementary
bit lines (columns) are equal during this phase.

Now assume that we select the memory cell by raising its word line voltage to logic
"1," hence, the pass transistors M3 and M4 are turned on. Once the memory cell is
selected, four basic operations may be performed on this cell.

a) Write "1" operation:

b) Read "1" operation:

The voltage level of column C is forced to
logic-low by the data-write circuitry. The
driver transistor MI turns off. The voltage V,
attains a logic-high level, while V goes low.

The voltage of column C retains itsprecharge
level while the voltage of column C is pulled
down by M2 and M4. The data-read circuitry
detects the small voltage difference (V > VZc)
and amplifies it as a logic "1" data output.
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c) Write "0" operation: The voltage level of column C is forced to 421
logic-low by the data-write circuitry. The
driver transistor M2 turns off. The voltage V2 Semiconductor
attains a logic-high level, while V goes low. Memories

d) Read "0" operation: The voltage of column C retains its precharge
level while the voltage of column C is pulled
down by MI and M3. The data-read circuitry
detects the small voltage difference (Vc < VE)
and amplifies it as a logic "0" data output.

Typical voltage waveforms associated with the word line RS and the two pseudo-
complementary bit lines are shown qualitatively in Fig. 10.23. Note that the voltage
difference between the two columns during a read operation may be only a few hundred
millivolts, which must be detected by the data-read circuitry. The reason for this is that
the two nMOS transistors in series (e.g., MI and M3 for read "0") pulling down the
column during the read phase cannot discharge the large column capacitance quickly.

write "1" read "1' write "O" read "O"

RS

C -3.5V

-3.5V
i/ I V I i

i - -

cV

.u V

-3V
/�

-ov

Figure 10.23. Typical row and column voltage waveforms of the resistive-load SRAM shown in
Fig. 10.22 during read and write.

Power Consumption

To estimate the standby power consumption of the static read-write memory cell, assume
that a " 1 -bit is stored in the cell. This means that the driver transistor Ml is turned off,
while the driver transistor M2 is conducting, resulting in V = VOH and V2 = VOL. In this
circuit, one of the load resistors will always conduct a non-zero current and, conse-
quently, consume steady-state power. The amount of the standby power consumption is
ultimately determined by the value of the load resistor.

Large resistance values and a smaller cell size can be achieved by using lightly-
doped or undoped polysilicon for the load resistors, which has a typical sheet resistivity
of 10 MQ per square orhigher. The added process complexity for implementing resistive-
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422 load SRAM cells using undoped poly resistors is usually worth the advantage of low-
power operation, which is manifested by a standby current of less than 10 nA per cell.

CHAPTER 10 With a load resistance value of R = 100 MU, for example, the standby power dissipation
of the resistive SRAM cell shown in Fig. 10.22 becomes

Pstand-by VDD 2 (L), IVTOnd (10.2)

If we consider that a typical memory array contains a large number of memory cells, each
consuming a non-zero standby power, the significance of the power consumption
problem in static memory arrays becomes obvious.

Full CMOS SRAM Cell

A low-power SRAM cell may be designed simply by using cross-coupled CMOS
inverters instead of the resistive-load nMOS inverters. In this case, the stand-by power
consumption of the memory cell will be limited to the relatively small leakage currents
of both CMOS inverters. The possible drawback of using CMOS SRAM cells, on the
other hand, is that the cell area tends to increase in order to accommodate the n-well for
the pMOS transistors and the polysilicon contacts.

The circuit structure of the full CMOS static RAM cell is shown in Fig. 10.24, along
with the pMOS column pull-up transistors on the complementary bit lines. The basic
operation principle of the CMOS SRAM cell is identical to that of the resistive-load
nMOS cell examined earlier. The most important advantage of this circuit topology is that
the static power dissipation is even smaller; essentially, it is limited by the leakage current
of the pMOS transistors. A CMOS memoiy cell thus draws current from the power supply
only during a switching transition. The low standby power consumption has certainly
been a driving force for the increasing prominence of high- density CMOS SRAMs.

Other advantages of CMOS SRAM cells include high noise immunity due to larger
noise margins, and the ability to operate at lower power supply voltages than, for example,
the resistive-load SRAM cells. The major disadvantages of CMOS memories historically
were larger cell size, the added complexity of the CMOS process, and the tendency to
exhibit "latch-up" phenomena. With the widespread use of multi-layer polysilicon and
multi-layer metal processes, however, the area disadvantage of the CMOS SRAM cell
has been reduced significantly in recent years. Considering the undisputable advantages
of CMOS for low-power and low-voltage operation, the added process complexity and
the required latch-up prevention measures do not present a substantial barrier against the
implementation of CMOS cells in high density SRAM arrays. Figure 10.25 compares
typical layouts of the four-transistor resistive-load RAM cell and the six-transistor full
CMOS SRAM cell.

Note that unlike the nMOS column pull-up devices used in resistive-load SRAM, the
pMOS column pull-up transistors shown in Fig. 10.24 allow the column voltages to reach
full VDD level. To further reduce power consumption, these transistors can also be driven
by a periodic precharge signal, which activates the pull-up devices to charge-up column
capacitances.
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Figure 10.24. Circuit topology of the CMOS SRAM cell.

CMOS SRAM Cell Design Strategy

To determine the (WIL) ratios of the transistors in a typical CMOS SRAM cell as shown
in Fig. 10.24, a number of design criteria must be taken into consideration. The two basic
requirements which dictate the (WIL) ratios are: (a) the data-read operation should
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Figure 10.25. (a) Layout of the resistive-load SRAM cell.
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Figure 10.25. (continued) (b) Layout of the CMOS SRAM cell. (c) Layout of a 4-bit x 4-bit
SRAM array, consisting of 16 CMOS SRAM cells.
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not destroy the stored information in the SRAM cell, and (b) the cell should allow
modification of the stored information during the data-write phase. Consider the data-
read operation first, assuming that a logic "0" is stored in the cell. The voltage levels in
the CMOS SRAM cell at the beginning of the "read" operation are depicted in Fig. 10.26.
Here, the transistors M2 and M5 are turned off, while the transistors Mland M6 operate

VDD
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Figure 10.26. Voltage levels in the SRAM cell at the beginning of the "read" operation.

in the linear mode. Thus, the internal node voltages are V, = 0 and V2 = VDD before the
cell access (or pass) transistors M3 and M4 are turned on. The active transistors at the
beginning of the data-read operation are highlighted in Fig. 10.26.

After the pass transistors M3 and M4 are turned on by the row selection circuitry, the
voltage level of column C will not show any significant variation since no current will
flow through M4. On the other half of the cell, however, M3 and Ml will conduct a
nonzero current and the voltage level of column C will begin to drop slightly. Note that
the column capacitance Cc is typically very large; therefore, the amount of decrease in
the column voltage is limited to a few hundred millivolts during the read phase. The data-
read circuitry to be examined later in this chapter is responsible for detecting this small
voltage drop and amplifying it as a stored "0. " While MI and M3 are slowly discharging
the column capacitance, the node voltage V, will increase from its initial value of 0 V.
Especially if the (WIL) ratio of the access transistor M3 is large compared to the (WIL)
ratio of Ml, the node voltage V may exceed the threshold voltage of M2 during this
process, forcing an unintended change of the stored state. The key design issue for the
data-read operation is then to guarantee that the voltage V, does not exceed the threshold
voltage of M2, so that the transistor M2 remains turned off during the read phase, i.e.,

VI `s VT,2 (10.3)



426

CHAPTER 10

We can assume that after the access transistors are turned on, the column voltage Vc
remains approximately equal to VDD. Hence, M3 operates in saturation while M operates
in the linear region.

DDVv ) = 2 (2(VDD V I ) (10.4)

Combining this equation with (10.3) results in:

n 3 =_ L3 2 (VDD-1. 5 VTfn VT,

k___ E) (VDD-2 VT,,) 2

L I (D

(10.5)

The upper limit of the aspect ratio found above is actually more conservative, since a
portion of the drain current of M3 will also be used to charge-up the parasitic node
capacitance of node (1). To summarize, the transistor M2 will remain in cut-off during
the read "0" operation if condition (10.5) is satisfied. A symmetrical condition also
dictates the aspect ratios of M2 and M4.

Now consider the write "0" operation, assuming that a logic "1" is stored in the
SRAM cell initially. Figure 10.27 shows the voltage levels in the CMOS SRAM cell at
the beginning of the data-write operation. The transistors M and M6 are turned off, while
the transistors M2 and MS operate in the linear mode. Thus, the internal node voltages
are V = VDD and V2 = 0 V before the cell access (or pass) transistors M3 and M4 are turned
on.

VDD

Figure 10.27. Voltage levels in the SRAM cell at the beginning of the "write" operation.
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The column voltage VC is forced to logic "0" level by the data-write circuitry; thus,
we may assume that Vc is approximately equal to 0 V. Once the pass transistors M3 and
M4 are turned on by the row selection circuitry, we expect that the node voltage V2
remains below the threshold voltage of Ml, since M2 and M4 are designed according to
condition (10.5). Consequently, the voltage level at node (2) would not be sufficient to
turn on Ml. To change the stored information, i.e., to force V, to 0 V and V2 to VDD, the
node voltage V, must be reduced below the threshold voltage of M2, so that M2 turns off
first. When V = VT,,, the transistor M3 operates in the linear region while MS operates
in saturation.

Pk ( -VDD-VT, 2 = 2 2(VDD VTf)VT,. VTn 2) (10.6)
2 "" 2 '

Rearranging this condition results in:

kP5 2(VDD-1.5VTn)VTn

kn 3 (VDD + VTP)2

Ls < n 2(VDD -1. 5VTn)VTn

(LI)3W '1 (VDD +VT,P)

427

Semiconductor
Memories

(10.7)

To summarize, the transistor M2 will be forced into cut-off mode during the write
"0" operation if condition (10.7) is satisfied. This will guarantee that Ml subsequently
turns on, changing the stored information. Note that a symmetrical condition also dictates
the aspect ratios of M6 and M4.

SRAM Write Circuitry

As already discussed in the preceding section, a "write" operation is performed by forcing
the voltage level of either column (bit line) to a logic-low level. To accomplish this task,
a low-resistance, conducting path must be provided from each column to the ground,
which can be selectively activated by the data-write signals. A simplified view of the
SRAM "write" circuitry designed for this operation is shown in Fig. 10.28. Here, the
nMOS transistors Ml and M2 are used to pull down the two column voltages, while the
transistor M3 completes the conducting path to ground. Note that M3 is driven by the
column address decoder circuitry, i.e., M3 turns on only when the corresponding column
address is selected. The column pull-down transistors, on the other hand, are driven by
two pseudo-complementary control signals, WB and WB. The "write-enable" signal W
(active low) and the data to be written (DATA) are used to generate the control signals,
as shown in the table in Fig. 10.28.



428 The nMOS pull-down transistors MI and M2, as well as the column selection
transistor M3 must have sufficiently large (WIL) ratios so that the column voltages can

CHAPTER 10 be forced to almost 0 V level during a "write" operation. Also note that the data input
circuitry consisting of two NOR2 gates can be shared by several columns, assuming that
one column is activated, i.e., selected by the column address decoder, at any given time.

SRAM Read Circuitry

During the "data read" operation in the SRAM array, the voltage level on either one of
the columns drops slightly after the pass transistors are turned on by the row address
decoder circuit. In order to reduce the read access time, the "read" circuitry must detect

VDD VDD

.

a

M

DATA

from
column
decoder

W DATA WB WB Operation
0 1 1 0 MI is off, M2 is on V low
0 0 0 1 M1 is on, M2 is off Vc low
1 X 0 o M and M2 are off -> both columns remain high

Figure 10.28. Data write circuitry associated with one column-pair in an SRAM array.
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a very small voltage difference between the two complementary columns, and amplify
this difference to produce a valid logic output level. A simple source-coupled differential
amplifier can be used for this task, as shown in Fig. 10.31. Here, the drain currents of the
two complementary nMOS transistors are:

IDJ 2 .)

'D,2 2 (VE Vx VT,2)2
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(10.8)

(10.9)

R

Is

Figure 10.29. Simple source-coupled differential amplifier circuit for "read" operation.

Small-signal analysis of the circuit yields the differential gain of this circuit as

a(VC VE) (10.10)

where

_ dID 
gm dVGs y D

The differential gain of the amplifier can be increased significantly by using active loads
instead of resistors and by using cascode configuration, i.e., an intermediary common-
gate stage between the common-source transistors and the load transistors. Finally, the
differential output of the cascode stage must be converted into single-ended output, by
using a level-shifter and buffer stage. Although the "data read" circuitry described above
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is capable of detecting small voltage differences between the two complementary bit lines
(columns), other types of efficient sense amplifiers are also implemented with CMOS
technology, as will be examined in the following.

The architecture of the output "read" circuitry is driven primarily by the constant
demand for high access speed and high integration density. We must recognize first that
the full CMOS SRAM cell has a natural speed advantage which is derived from using
both active pull-up and active pull-down devices in the latch circuits. The CMOS rise and
fall times are short and symmetrical, whereas the nMOS latch circuit has a short output
fall time but a larger rise time because of its high-resistance load. Both the depletion-load
nMOS SRAM cell and the resistive-load nMOS SRAM cell, hence, have slower average
switching speed compared to that for the full CMOS cell.

Apart from the type of the SRAM cell, the precharging of bit lines also plays a
significant role in the access time. In an unclocked SRAM array, data from the accessed
cell develops a voltage difference on the bit lines. This voltage difference is then detected
and amplified to drive the output buffer. When another cell on the same column is
accessed next, one that contains data opposite to the data contained in the previously
accessed cell, the output has to switch first to an equalized state and then to the opposite
logic state. Since the capacitance on the bit lines is quite large, the time required for
switching the differential from one state to the other becomes a significant portion of the
overall access time. The access time penalty associated with this procedure can be
substantially reduced by the equalization of bit lines prior to each new access. Equaliza-
tion can be done when the memory array is deselected, i.e., between two access cycles.

Fast Sense Amplifiers

The availability of the CMOS technology for the manufacturing of high-density SRAM
arrays, either with full-CMOS or resistive-load nMOS memory cells, also allows us to
implement efficient sense amplifier structures with pMOS current mirrors. Figure 10.30
shows a single-stage differential current-mirror amplifier, which is typically used as a
front-end (input stage) in operational amplifiers.

In this circuit, the gates of the two nMOS transistors Ml and M2 are connected to the
bit lines. Their substrate terminals are tied to their respective source terminals in order
to remove the substrate-bias effect. Notice that each bit line is represented by a large
parasitic capacitance. The nMOS transistor M3 is a long-channel device which acts as a
current source for both branches, and is controlled by a clock signal. The output inverter
is not a part of the differential amplifier, but it is used to drive the output node.

Before the beginning of a "read" operation, the two bit lines (columns) are pulled up
for equalization, as discussed earlier. The CLK signal is low during this phase, so that the
nMOS transistor M3 remains off. Since both Ml and M2 conduct, the common source
node is pulled up, and the output node of the amplifier also goes high. Therefore, the
output of the inverter is at a logic-low level initially.

Once a memory cell is selected for the "read" operation, the voltage on one of the
complementary bit lines will, start to drop slightly. At the same time as the row selection
signal, the CLK signal driving M3 is also turned on. If the stored data on the selected
SRAM cell forces the bit line C to decrease slightly, transistor M 1 turns off, and the output
voltage of the differential amplifier drops immediately. Consequently, the output voltage



of the inverter goes high. Otherwise, if the stored data on the selected memory cell forces
the bit line C to drop slightly, M2 turns off. Thus, the voltage level at the output node
of the differential amplifier remains high in this case, and the inverter also preserves its
logic-low output level.
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Figure 10.30. Differential current-mirror amplifier to speed up the memory read access time.

In most high-density SRAM chips, two- or three-stage current-mirror differential
sense amplifiers are implemented to further improve the "read" access speed. An example
of a two-stage CMOS sense amplifier is shown in Fig. 10.31. Here, the first stage consists
of two complementary differential sense amplifiers, both of which receive the column (bit
line) voltages at their inputs. Since they are operated in an anti-symmetrical configura-
tion, the output voltages of the two sense amplifiers must change into opposite directions.
The complementary outputs of the first-stage amplifiers are applied to the input terminals
of a second-stage differential amplifier, which generates the output signal.

The dynamic behavior of the one-stage sense amplifier is compared with the
dynamic behavior of the two-stage sense amplifier via SPICE simulation, in Fig. 10.32.
Here, one of the column voltages (C) starts to drop slightly, while 'the other column
voltage remains constant (not shown in the figure). It can be seen that the output of the
one-stage sense amplifier responds to this change with a delay of about 10 ns, whereas
the output delay of the two-stage sense amplifier is only about 1 ns.

As mentioned earlier, in the sense amplifier circuit examined here (Fig. 10.30), the
substrate terminals of MI and M2 are connected to the common source node instead of
the ground, in order to avoid threshold voltage variations due to the substrate-bias effect.
This is possible using twin-tub, silicon-on-sapphire (SOS), or p-well fabrication pro-
cesses. In an n-well CMOS process, on the other hand, where all nMOS transistors are
formed over the common substrate, the circuit cannot be implemented.
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Figure 10.31. Two-stage differential current-mirror sense amplifier circuit.
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Figure 10.32. Typical dynamic response characteristics of the one-stage sense amplifier and the
two-stage sense amplifier circuits.



Another simple circuit topology for sense amplifiers is the cross-coupled latch,
shown in Fig. 10.33. Assume that both columns (bit lines) are being pulled up during the
precharge cycle and that the voltage on the bit line C starts to drop slightly when the
SRAM cell access transistors are activated. Consequently, when the transistor M3 is
turned on, the voltage at node C is higher than the voltage at node C. Therefore, Ml turns
on first and further pulls down the potential at node C. This makes it more difficult for
M2 to conduct. Eventually, M2 turns off completely, and MI keeps conducting, so that
the bit line C is discharged through Ml and M3.
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Figure 10.33. Cross-coupled nMOS sense amplifier circuit.

Note that the operation of this circuit is distinctly different from that of the
differential amplifier circuit. The cross-coupled sense amplifier does not generate an
output voltage level which corresponds to the polarity of the voltage difference between
the two bit lines, but it rather amplifies the small voltage difference already existing
between the bit lines. This voltage difference must still be translated into a logic level,
by using a buffer stage. We will see the implementation of a very similar structure also
in the dynamic RAM (DRAM) sense amplifiers.

In most SRAM arrays, the cross-coupled sense amplifier circuit is used in conjunc-
tion with the differential sense amplifier (Fig. 10.30) examined earlier. In this case, the
cross-coupled amplifier serves as a front-end structure to amplify the small voltage
difference between the two bit lines, whereas the current-mirror amplifier detects the
voltage difference and generates the output level. Figure 10.34 shows the complete
circuit diagram of a CMOS SRAM column with one representative CMOS memory cell,
the "data write" circuitry, the cross-coupled sense amplifier, and the differential (main)
sense amplifier circuit. Note that the main amplifier is connected to the two complemen-
tary bit lines via pass transistors, which are driven by the "read select" signal. This
configuration enables the use of one main sense amplifier to read the data out of several
columns, one at a time.

Dual-Port Static RAM Arrays

In some cases, the memory array may have to be accessed simultaneously by multiple
processors, or by one processor and another peripheral device. This could result in a
timing conflict called "contention," which can be resolved only by having one of the

A:
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processors wait until the SRAM is free. The added wait state, however, significantly
reduces the advantages of the high-speed processor. The dual-port RAM architecture is
implemented in systems in which a main memory array must serve multiple high-speed
processors and peripheral devices with minimum delay.

WB

Dataout

Figure 10.34. Complete circuit diagram of a CMOS static RAM column with data write and data
read circuitry.

The ideal dual-port SRAM allows simultaneous access to the same location in the
memory array, by using two independent sets of bit lines and associated access switches
for each memory cell. The circuit structure of a typical CMOS dual-port SRAM cell is
shown in Fig. 10.35. Here, "word line 1" is used to access one set of complementary bit
lines (bit line 1), while "word line 2" allows access to the other set of bit lines (bit line
2). The capability of simultaneous access eliminates wait states for the processors during
"data read" operations. However, contention may still occur if both external processors
accessing the same memory location simultaneously attempt to write data onto the
accessed cell, or if one of the processors attempts to read data while the other processor
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Figure 10.35. Circuit diagram of the CMOS dual-port SRAM cell.

writes data onto the same cell. In most cases, overlapping operations to the same memory
location can be eliminated by a contention arbitration logic. It can either allow contention
to be ignored and both operations to proceed, or it can arbitrate and delay one port until
the operation on the other port is completed.

10.4. Dynamic Read-Write Memory (DRAM) Circuits

All of the static RAM cells examined in the previous section consist of a two-inverter
latch circuit, which is accessed for "read" and "write" operations via two pass transistors.
Consequently, the SRAM cells require four to six transistors per bit, and four to five lines
connecting to each cell, including the power and ground connections. To satisfy these
requirements, a substantial silicon area must be reserved for each memory cell. In
addition, most SRAM cells have non-negligible standby (static) power dissipation, with
the exception of the full CMOS SRAM cell.

As the trend for high-density RAM arrays forces the memory cell size to shrink,
alternative data storage concepts must be considered to accommodate these demands. In
a dynamic RAM cell, binary data is stored simply as charge in a capacitor, where the
presence or absence of stored charge determines the value of the stored bit. Note that the
data stored as charge in a capacitor cannot be retained indefinitely, because the leakage
currents eventually remove or modify the stored charge. Thus, all dynamic memory cells
require a periodic refreshing of the stored data, so that unwanted modifications due to
leakage are prevented before they occur.

The use of a capacitor as the primary storage device generally enables the DRAM cell
to be realized on a much smaller silicon area compared to the typical SRAM cell. Notice
that even as the binary data is stored as charge in a capacitor, the DRAM cell must have
access devices, or switches, which can be activated externally for "read" and "write"
operations. But this requirement does not significantly affect the area advantage over the
SRAM cell, since the cell access circuitry is usually very simple. Also, no static power
is dissipated for storing charge on the capacitance. Consequently, dynamic RAM arrays
can achieve higher integration densities than SRAM arrays. Note that a DRAM array also

Ak -

Figure j

writes d,
location
to be igr
the oper

10.4. D,

All of d
latch cin
Consent
connect
required
addition
the exce

As
alternate
a dynaff,
presence(
data stoi
currents
require
leakage

The
to be rea
that evei
access
operatic
SRAM
is dissip
can achi



434

CHAPTER 10

processors wait until the SRAM is free. The added wait state, however, significantly
reduces the advantages of the high-speed processor. The dual-port RAM architecture is
implemented in systems in which a main memory array must serve multiple high-speed
processors and peripheral devices with minimum delay.

Data
Out

Currant.Mirror Differential Sen. Anpiltier

Figure 10.34. Complete circuit diagram of a CMOS static RAM column with data write and data
read circuitry.

The ideal dual-port SRAM allows simultaneous access to the same location in the
memory array, by using two independent sets of bit lines and associated access switches
for each memory cell. The circuit structure of a typical CMOS dual-port SRAM cell is
shown in Fig. 10.35. Here, "word line 1" is used to access one set of complementary bit
lines (bit line 1), while "word line 2" allows access to the other set of bit lines (bit line
2). The capability of simultaneous access eliminates wait states for the processors during
"data read" operations. However, contention may still occur ifboth external processors
accessing the same memory location simultaneously attempt to write data onto the
accessed cell, or if one of the processors attempts to read data while the other processor
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Figure 10.35. Circuit diagram of the CMOS dual-port SRAM cell.

writes data onto the same cell. In most cases, overlapping operations to the same memory
location can be eliminated by a contention arbitration logic. It can either allow contention
to be ignored and both operations to proceed, or it can arbitrate and delay one port until
the operation on the other port is completed.

10.4. Dynamic Read-Write Memory (DRAM) Circuits

All of the static RAM cells examined in the previous section consist of a two-inverter
latch circuit, which is accessed for "read" and "write" operations via two pass transistors.
Consequently, the SRAM cells require four to six transistors per bit, and four to five lines
connecting to each cell, including the power and ground connections. To satisfy these
requirements, a substantial silicon area must be reserved for each memory cell. In
addition, most SRAM cells have non-negligible standby (static) power dissipation, with
the exception of the full CMOS SRAM cell.

As the trend for high-density RAM arrays forces the memory cell size to shrink,
alternative data storage concepts must be considered to accommodate these demands. In
a dynamic RAM cell, binary data is stored simply as charge in a capacitor, where the
presence or absence of stored charge determines the value of the stored bit. Note that the
data stored as charge in a capacitor cannot be retained indefinitely, because the leakage
currents eventually remove or modify the stored charge. Thus, all dynamic memory cells
require a periodic refreshing of the stored data, so that unwanted modifications due to
leakage are prevented before they occur.

The use of a capacitor as the primary storage device generally enables the DRAM cell
to be realized on a much smaller silicon area compared to the typical SRAM cell. Notice
that even as the binary data is stored as charge in a capacitor, the DRAM cell must have
access devices, or switches, which can be activated externally for "read" and "write"
operations. But this requirement does not significantly affect the area advantage over the
SRAM cell, since the cell access circuitry is usually very simple. Also, no static power
is dissipated for storing charge on the capacitance. Consequently, dynamic RAM arrays
can achieve higher integration densities than SRAM arrays. Note that a DRAM array also

Figure I

writes da
location
to be ign
the opera,

10.4 Di

All of th
latch circ
Consequ
connect
requirerr
addition,
the excel

As t
alternate,
a dynam
presence
data store
currents i
require a
leakage,

The
to be real
that even
access di
operation
SRAM c
is dissipz
can achic



436

CHAPTER 10

requires additional peripheral circuitry for scheduling and performing the periodic data
refresh operations. The hardware overhead of the refresh circuitry, however, does not
overshadow the area advantages gained by the small cell size.

Figure 10.36 shows some of the steps in the historical evolution of the DRAM cell.
The four-transistor cell shown in Fig. 10.36(a) is the simplest and one of the earliest
dynamic memory cells. This cell is derived from the six-transistor static RAM cell by
removing the load devices. The cell has in fact two storage nodes, i.e., the parasitic oxide

nnmraitie
bit line C

(a)

read select 

parasitic
storage
capacitanceI

bit line (write) |- bit line (read)
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(data read/write)
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(readtwrite select)
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storage
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Figure 10.36. Various configurations of the dynamic RAM cell. (a) Four-transistor DRAM cell
with two storage nodes. (b) Three-transistor DRAM cell with two bit lines and two word lines. (c)
One-transistor DRAM cell with one bit line and one word line.



and diffusion capacitances of the nodes indicated in the circuit diagram. Since no current
path is provided to the storage nodes for restoring the charge being lost to leakage, the
cell must be refreshed periodically. It is obvious that the four-transistor dynamic RAM
cell can have only a marginal area advantage over the six-transistor SRAM cell.

The three-transistor DRAM cell shown in Fig. 10.36(b) was the first widely used
dynamic memory cell. It utilizes a single transistor as the storage device (where the
transistor is turned on or off depending on the charge stored on its gate capacitance), and
one transistor each for the "read" and "write" access switches. The cell has two control
and two I/O lines. Its separate read and write select lines make it relatively fast, but the
four lines with their additional contacts tend to increase the cell area.

The one-transistor DRAM cell shown in Fig. 10.36(c) has become the industry-
standard dynamic RAM cell in high-density DRAM arrays. With only one transistor and
one capacitor, it has the lowest component count and, hence, the smallest silicon area of
all the dynamic memory cells. The cell has one read-write control lifle (word line) and one
1/0 line (bit line). We have to emphasize at this point that, unlike in the other dynamic
memory cells shown in Figs. 10.36(a) and 10.36(b), the storage capacitance of the one-
transistor DRAM cell is explicit. This means that a separate capacitor must be manufac-
tured for each storage cell, instead of relying on the parasitic oxide and diffusion
capacitances of the transistors for data storage. The word line of the one-transistor DRAM
cell is controlled by the row address decoder. Once the selected transistor is turned on,
the charge stored in the capacitor can be detected and/or modified through the bit line.

Before we examine the operation of the one-transistor DRAM cell, we will first
investigate the three-transistor cell shown in Fig. 10.36(b), which has a very straightfor-
ward operation principle. This will help us to illuminate the basic issues involved in the
design and operation of dynamic memory cells in general.

Three-Transistor DRAM Cell

The circuit diagram of a typical three-transistor dynamic RAM cell is shown in Fig. 10.37
as well as the column pull-up (precharge) transistors and the column read/write circuitry.
Here, the binary information is stored in the form of charge in the parasitic node
capacitance Cl. The storage transistor M2 is turned on or off depending on the charge
stored in C1, and the pass transistors Ml and M3 act as access switches for data read and
write operations. The cell has two separate bit lines for "data read" and "data write," and
two separate word lines to control the access transistors.

The operation of the three-transistor DRAM cell and its peripheral circuitry is based
on a two-phase non-overlapping clock scheme. The precharge events are driven by 01,
whereas the "read" and "write" events are driven by 02. Every "data read" and "data write"
operation is preceded by a precharge cycle, which is initiated with the precharge signal
PC going high. During the precharge cycle, the column pull-up transistors are activated,
and the corresponding column capacitances C2 and C3 are charged up to logic-high level.
With typical enhancement type nMOS pull-up transistors (V.J 1.0 V) and a power
supply voltage of 5 V, the voltage level of both columns after the precharge is
approximately equal to 3.5 V.
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VDD

Figure 10.31. Three-transistor DRAM cell with the pull-up and read/write circuitry.

All "data read" and "data write" operations are performed during the active 2 phase,
i.e., when PC is low. Figure 10.38 depicts the typical voltage waveforms associated with
the 3-T DRAM cell during a sequence of four consecutive operations: write " 1," read "1,"
write "0," and read "0." The four precharge cycles shown in Fig. 10.38 are numbered 1,
3,5, and 7, respectively. Figure 10.39 illustrates the transient currents charging up the two
columns (Din and Dt) during a precharge cycle. The precharge cycle is effectively
completed when both capacitance voltages reach their steady-state values. Note here that
the two column capacitances C2 and C3 are at least one order of magnitude larger than the
internal storage capacitance C.
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read "0"

Figure 10.38. Typical voltage waveforms associated with the 3-T DRAM cell during four
consecutive operations: write "1," read "1," write "0," and read "O."

Figure 10.39. Column capacitances C2 and C3 are being charged-up through MP1 and MP2
during the precharge cycle.

For the write "1" operation, the inverse data input is at the logic-low level, because
the data to be written onto the DRAM cell is logic "1." Consequently, the "data write"
transistor MD is turned off, and the voltage level on column Din remains high. Now, the
"write select" signal WS is pulled high during the active phase of 02. As a result, the write
access transistor Ml is turned on. With Ml conducting, the charge on C2 is now shared

I

! !! !! I
; ;

; ; ; ;

! .. :- ...tz -1 l

!

!

I !I1:



440

CHAPTER 10

with Cl (Fig. 10.40). Since the capacitance C2 is very large compared to C1, the storage
node capacitance Cl attains approximately the same logic-high level as the column
capacitance C2 at the end of the charge-sharing process.

Figure 10.40. Charge sharing between C2 and Cl during the write " I " sequence.

After the write "1" operation is completed, the write access transistor MI is turned
off. With the storage capacitance C charged-up to a logic-high level, transistor M2 is
now conducting. In order to read this stored "1," the "read select" signal RS must be
pulled high during the active phase of 02, following a precharge cycle. As the read access
transistor M3 turns on, M2 and M3 create a conducting path between the "data read"
column capacitance C3 and the ground. The capacitance C3 discharges through M2 and
M3, and the falling column voltage is interpreted by the "data read" circuitry as a stored
logic "1." The active portion of the DRAM cell during the read "1" cycle is shown in Fig.
10.41. Note that the 3-T DRAM cell may be read repeatedly in this fashion without
disturbing the charge stored in C.
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Figure 1.41. The column capacitance C3 is discharged through the transistors M2 and M3 during
the read "1" operation.

For the write "0" operation, the inverse data input is at the logic-high level, because
the data to be written onto the DRAM cell is a logic "0." Consequently, the data write
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transistor is turned on, and the voltage level on column Din is pulled to logic "0." Now,
the "write select" signal WS is pulled high during the active phase of 02. As a result, the
write access transistor Ml is turned on. The voltage level on C2, as well as that on the
storage node Cl, is pulled to logic "0" through MI and the data write transistor, as shown
in Fig. 10.42. Thus, at the end of the write "0" sequence, the storage capacitance C1
contains a very low charge, and the transistor M2 is turned off since its gate voltage is
approximately equal to zero.
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Figure 10.42. Both Cl and C2 are discharged via Ml and the data write transistor during the write
"0" sequence.

In order to read this stored "0," the "read select" signal RS must be pulled high during
the active phase of 02, following a precharge cycle. The read access transistor M3 turns
on, but since M2 is off, there is no conducting path between the column capacitance C3
and the ground (Fig. 10.43). Consequently, C3 does not discharge, and the logic-high
level on the DAum column is interpreted by the data read circuitry as a stored "0" bit.

As we already pointed out in the beginning of this section, the charge stored in C1
cannot be held indefinitely, even though the "data read" operations do not significantly
disturb the stored charge. The drain junction leakage current of the write access transistor
Ml is the main reason for the gradual depletion of the stored charge on C1. In order to
refresh the data stored in the DRAM cells before they are altered due to leakage, the data
must be periodically read, inverted (since the data output level reflects the inverse of the
stored data), and then written back into the same cell location. This refresh operation is
performed for all storage cells in the DRAM array every 2 to 4 ms. Note that all bits in
one row can be refreshed at once, which significantly simplifies the procedure.

It can be seen that the three-transistor dynamic RAM cell examined here does not
dissipate any static power for data storage, since there is no continuous current flow in
the circuit. Also, the use of periodic precharge cycles instead of static pull-up further
reduces the dynamic power dissipation. The additional peripheral circuitry required for



442 scheduling the non-overlapping control signals and the refresh cycles does not signifi-
cantly overshadow these advantages of the low-power dynamic memory.
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Figure 10.43. The column capacitance C3 cannot discharge during the read "0" cycle.

One-Transistor DRAM Cell

The circuit diagram of the one-transistor (1-T) DRAM cell consisting of one explicit
storage capacitor and one access transistor is shown in Fig. 10.44. Here, Cl represents the
storage capacitor which typically has a value of 30 to 100 fF. Similar to the 3-T DRAM
cell, binary data are stored as the presence or absence of charge in the storage capacitor.
Capacitor C2 represents the much larger parasitic column capacitance associated with the
word line. Charge sharing between this large capacitance and the very small storage
capacitance plays a very important role in the operation of the -T DRAM cell.

The "data write" operation on the 1-T cell is quite straightforward. For the write "1"
operation, the bit line (D) is raised to logic " 1 " by the write circuitry, while the selected
word line is pulled high by the row address decoder. The access transistor Ml turns on,
allowing the storage capacitor C to charge up to a logic-high level. For the write "O"
operation, the bit line (D) is pulled to logic "" and the word line is pulled high by the row
address decoder. In this case, the storage capacitor C discharges through the' access
transistor, resulting in a stored "" bit.

In order to read stored data out of a -T DRAM cell, on the other hand, we have to
build a fairly elaborate read-refresh circuit. The reason for this is the fact that the "data
read" operation on the one-transistor DRAM cell is by necessity a "destructive readout."
This means that the stored data must be destroyed or lost during the read operation.
Typically, the read operation starts with precharging the column capacitance C. Then,

'the word line is pulled high in order to activate the access transistor Ml. Charge sharing
between C and C occurs and, depending on the amount of stored charge on C, the
column voltage either increases or decreases slightly. Note that charge sharing inevitably
destroys the stored charge on C. Hence, we also have to refresh data every time we
perform a "data read" operation.

-- T
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Figure 10.44. (a) Typical one-transistor (1-T) DRAM cell with its access lines. (b) SEM
photograph of a stacked-capacitor DRAM cell structure.

An example of the 256-cells-per-column DRAM read circuitry is shown in Fig.
10.45, along with typical control signal waveforms. A cross-coupled dynamic latch
circuit is used to detect the small voltage differences and to restore the signal levels. The
storage array is split in half so that equal capacitances are connected to each side of the
cross-coupled latch. This means that half of the cells connected to one bit line (column)
are arranged on one side of the latch, and the other half of the cells connected to the same
column are arranged on the other side. As shown in Fig. 10.45, each half-column in the
array also has a dummy cell which contains a capacitance half of the storage capacitance
value. The capacitors CD and C in Fig. 10.45 represent the relatively large parasitic
column capacitances associated with the half-columns.

The "read-refresh" operation occurs in three stages. First, the precharge devices are
turned on during the active phase of PC. Both column capacitances CD and C are
charged-up to the same logic-high level, whereas the dummy nodes X and Y are pulled
to logic-low level. The devices involved in the precharge operation are highlighted in Fig.
10.46. Note that during this phase, all other signals are inactive.

t.. .
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Figure 10.45. (a) Data read-restore circuit example for 256 -T DRAM cells per column. (b)
Typical control signal waveforms for two consecutive data read operations, performed on
alternate sides (half-columns) of the array.

dummy cell dummy cell

Figure 10.46. The half-columns are being charged-up during the precharge phase.
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Next, one of the 256 word lines is raised to logic " 1 " during the row selection phase.
At the same time, the dummy cell on the other side is also selected by raising either DS
or DS. This situation is depicted in Fig. 10.47, where only the selected

VDD
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dummy cell dummy cell

Figure 10.47. Two complementary column voltages are determined through charge sharing, on
the one side between the selected storage cell and the half-column capacitance, on the other side
between the dummy cell and the other half-column capacitance.

DRAM cell (left) and the corresponding dummy cell (right) are highlighted. If a logic " 1"
is stored in the selected cell, the voltage on the half-column D will rise slightly, while the
voltage on half-column D drops, because the dummy cell is being charged up. If a logic
"0" is stored in the selected cell, however, the voltage on the half-column D will also drop,
and the drop in VD will be larger than the drop in V. Consequently, there will be a
detectable difference between a stored "0" and a stored " 1."

The final stage of the "read-refresh" operation is performed durirfg the active phase
of CS, the column-select signal. As soon as the cross-coupled latch is activated, the slight
voltage difference between the two half-columns is amplified, and the latch forces the two
half-columns into opposite states (Fig. 10.48). Thus, the stored data on the selected
DRAM cell is refreshed while it is being read by the "read-refresh" circuitry.

Figure 10.48. The cross-coupled latch circuit is used for detection of the voltage difference
between the half-columns and for restoring the voltage level on the accessed cell.
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The data read operation of the typical one-transistor DRAM cell is simulated with SPICE
in the following. The sense-refresh circuit used in this simulation is shown in Fig. 10.45.
Two different cases are being considered: a read "0" operation and a read " 1 " operation.
Depending on the stored data bit, the cross-coupled sense amplifier circuit detects the
small voltage difference between the two half-columns, and pulls down one of the column
voltages to zero.
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Exercise Problems

10.1 Consider the DRAM circuit shown in Figure 10.45 in the text. The
threshold voltage of the two precharge transistors is 2 V. Calculate the steady-
state voltages of VD in Region I and Region II of Fig. P10.1 by assuming the
following:

C = 50 fF
CD = 400 fF
V(C) = V(C/2) =Vy = 0 V in region I

While PC is high, no other transistor connected to D or D is on.

5V

PC OV

R oV

5V

Region I Region 11

Semiconductor
Memories

Figure P10.1

10.2 A single-transistor DRAM cell is represented by the following circuit
diagram (Fig. P10.2). Thebit line can beprecharged to VDD 2 by using a clocked
precharge circuit. Also the WRITE circuit is assumed here to bring the potential
of the bit line to VDD or 0 V during the WRITE operation with word line at VDD.

Using the parameters given:

- w

...l 

References

___1
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12 bF1 = 0.6 V

(a) Find the maximum voltage across the storage capacitor Cs after WRITE-I
operation, i.e., when the bit line is driven to VDD = V.

(b) Assuming zero leakage current in the circuit, find the voltage at the bit line
during READ- operation after the bit line is first precharged to VDDJ2 .

50fF

bit line

Figure P10.2

10.3 A dynamic CMOS Read Only Memory (ROM) has been designed with a core
array consisting of 64 rows with a pitch of 12 m and 64 columns with a pitch
of 10 gim, as shown on the following page. Each column is precharged to 5 V by
a pMOS transistor during the interval of zero clock phase and then is pulled
down after the clock signal switches to 5 V by one or more nMOS transistors
(i.e., NOR implementation) with high gate inputs on the appropriate rows. All
of the nMOS transistors have channel widths W= 4 gum and source/drain lengths
Y = 5 gum. As a designer, you are to determine the propagation delay time from
a particular input (on row 64) going high to a particular bit-line output (on
column 64) going low tpHL between 50% points. Assume that the input signal to
row 64 becomes valid-high only after the precharge operation is finished, as
shown in the timing diagram. Also, assume that row 64 is running over 30 nMOS
transistors and column 64 has 20 nMOS transistors connected to it. For delay
calculation, assume that only one nMOS transistor is pulling down. Also assume
that pMOS is strong enough to fully charge the precharging node during the
precharge phase of the clock signal and to neglect its drain parasitic capacitance.
Device parameters are given:



C1. = 250 pF/m
Cio 80 jiF/m2

Co0 =350 F/m2

LD = 05 m
Keq = 1.0 for worst-case capacitance
Cmetal = 20 pF/cm and Rmetal =0.03 Q/sq.
Cpo1y =2 .2pF/cm and Ry = 25 Q/sq.
Polysilicon line width = 2 gm
Metal line width = 2 im
k'n = 20 jiA/V2

k' = 10gA/V2
p

VT = -VTp = 10 V
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Metal bit line connected
to 20 nMOS transistors
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precharge
nCY
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Figure P10.3

10.4 Consider the CMOS SRAM cell shown in Fig. P10.4. Transistors Ml and M2
have (WIL) values of 4/4. Transistors M3 and M4 have (WIL) values of 2/4. M5
and M6 are to be sized such that the state of the cell can be changed for Vc < 0.5
V. Assuming that M5 and M6 are the same size, calculate the required (WIL).
Use the following parameters:

IL.

Row 1i

Row 2

Row 64

tI At al~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

------------------------------------------------------------------------------

._____-
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--____ -_--_____
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V70 = 0.7 V
VMp = -0.7 V
k n = 20 pA/V2

kp = 10 gA/V2

= 0.4 V2
12OF1 = 0.6 V

Figure P10.4

10.5 Draw circuit diagrams of the row decoder and the column decoder for an
EPROM with 4 rows and 2 columns. Use nMOS technology. Develop formulas
for the row and column delays in the EPROM. Define any terms in your
formulas which are not obvious.

10.6 Consider an 8k x 8k SRAM, which has 64k (= 65536) memory cells and 8
output lines. In the particular SRAM under discussion, 7 address bits go to the
row decoder and 6 address bits go to the column decoder. Bit lines are
precharged to VDD = 5 V before each read operation. A read operation is
complete when the bit line has discharged by 0.5 V. A memory cell can provide
1.0 mA of pull-down current to discharge the bit line.

(a) Word line resistance is 390 per memory cell. What formula was used to
calculate this resistance?

(b) Word line capacitance is 22 F per memory cell. What formula was used to
calculate this capacitance?

(c) Bit line capacitance is 6 fF per memory cell. What formula was used to calculate
this capacitance?

(d) Calculate the access time (row delay + column delay) for this SRAM.
(e) Describe the operation and design of the word line decoder and the bit line

decoder.
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LOW-POWER
CMOS LOGIC CIRCUITS

11.1. Introduction

The increasing prominence of portable systems and the need to limit power consumption
(and hence, heat dissipation) in very high density ULSI chips have led to rapid and
innovative developments in low-power design during the recent years. The driving forces
behind these developments are portable device applications requiring low power dissi-
pation and high throughput, such as notebook computers, portable communication
devices and personal digital assistants (PDAs). In most of these cases, the requirements
for low power consumption must be met along with equally demanding goals of high chip
density and high throughput. Hence, low-power design of digital integrated circuits has
emerged as a very active and rapidly developing field.

The limited battery lifetime typically imposes very strict demands on the overall
power consumption of the portable system. Although new rechargeable battery types
such as Nickel-Metal Hydride (NiMH) are being developed with higher energy capacity
than that of the conventional Nickel-Cadmium (NiCd) batteries, revolutionary increase
of the energy capacity is not expected in the near future. The energy density (amount of
energy stored per unit weight) offered by the new battery technologies (e.g., NiMH) is
about 30 Wh/lb, which is still low in view of the expanding applications of portable
systems. Therefore, reducing the power dissipation of integrated circuits through design
improvement is a major challenge in portable systems design.



452

CHAPTER 1 1

The need for low-power design is also becoming a major issue in high-performance
digital systems, such as microprocessors, digital signal processors (DSPs) and other
applications. The common traits of high-performance chips are the high integration
density and the high clock frequency. The power dissipation of the chip, and thus, the
temperature, increases with the increasing clock frequency. Since the dissipated heat
must be removed effectively to keep the chip temperature at an acceptable level, the cost
of packaging, cooling and heat removal becomes a significant factor in these circuits.
Several high-performance microprocessor chips designed in the early 1990s (e.g., Intel
Pentium, DEC Alpha, and PowerPC) operate at clock frequencies in the range of 100 to
300 MHz, and their typical power consumption is between 20 and 50 W.

ULSI reliability is yet another concern which points to the need for low-power
design. There is a close correlation between the peak power dissipation of digital circuits
and reliability problems such as electromigration and hot-carrier induced device degra-
dation. Also, the thermal stress caused by heat dissipation on chip is a major reliability
concern. Consequently, the reduction of power consumption is also crucial for reliability
enhancement.

The methodologies which are used to achieve low power consumption in digital
systems span a wide range, from device/process level to algorithm level. Device
characteristics (e.g., threshold voltage), device geometries and interconnect properties
are significant factors in lowering the power consumption. Circuit-level measures such
as the proper choice of circuit design styles, reduction of the voltage swing and clocking
strategies can be used to reduce power dissipation at the transistor level. Architecture-
level measures include smart power management of various system blocks, utilization of
pipelining and parallelism, and design of bus structures. Finally, the power consumed by
the system can be reduced by a proper selection of the data processing algorithms,
specifically to minimize the number of switching events for a given task.

In this chapter, we will primarily concentrate on the circuit- or transistor-level design
measures which can be applied to reduce the power dissipation of digital integrated
circuits. Various sources of power consumption will be discussed in detail, and design
strategies will be introduced to reduce the power dissipation. We will discuss system-
level considerations such as pipelining and hardware replication (parallel processing)
and we will explore the influence of such measures upon power consumption.The
concept of adiabatic logic will also be examined since it emerges as an effective means
for reducing the power consumption.

11.2. Overview of Power Consumption

In the following, we will examine various sources (components) of time-averaged power
consumption in CMOS circuits. The average power consumption in conventional CMOS
digital circuits can be expressed as the sum of three main components, namely, (i) the
dynamic (switching) power consumption, (ii) the short-circuit power consumption, and
(iii) the leakage power consumption. If the system or chip includes circuits other than
conventional CMOS gates that have continuous current paths between the power supply
and the ground, a fourth (static) power component should also be considered. We will
limit our discussion to the conventional static and dynamic CMOS logic circuits.



Switching Power Dissipation

This component represents the power dissipated during a switching event, i.e., when the
output node voltage of a CMOS logic gate makes a logic transition. In digital CMOS
circuits, switching power is dissipated when energy is drawn from the power supply to
charge up the output node capacitance. During this charge-up phase, the output node
voltage typically makes a full transition from 0 to VDD and one-half of the energy drawn
from the power supply is dissipated as heat in the conducting pMOS transistors. Note that
no energy is drawn from the power supply during the charge-down phase, yet the energy
stored in the output capacitance during charge-up is dissipated as heat in the conducting
nMOS transistors, as the output voltage drops from VDD to 0. To illustrate the dynamic
power dissipation during switching, consider the circuit example given in Fig. 11.1. Here,
a two-input NOR gate drives two NAND gates, through interconnection lines. The total
capacitive load at the output of the NOR gate consists of (i) the output node capacitance
of the gate itself, (ii) the total interconnect capacitance, and (iii) the input capacitances
of the driven gates.

1 1 Cinput

111 
power consuming
transition at the
otput nodej r -

z ~ o ~ j - ' interconnect

CdrainI I
Cinput

Figure 11.1. A NOR gate driving two NAND gates through interconnection lines.

The output node capacitance of the gate consists mainly of the junction parasitic
capacitances, which are due to the drain diffusion regions of the MOS transistors in the
circuit. The physical properties and the calculation of these capacitances were already
examined in detail in Chapter 3. The amount of diffusion capacitance is approximately
a linear function of the junction area. Consequently, the size of the total drain diffusion
area dictates the amount of parasitic capacitance at the output node. The interconnect
lines between the gates contribute to the second component of the total capacitance. The
estimation of parasitic interconnect capacitance was discussed thoroughly in Chapter 6.
Note that especially in submicron technologies, the interconnect capacitance can become
the dominant component, compared to the transistor-related capacitances. Finally, the
input capacitances are mainly due to gate oxide capacitances of the transistors connected
to the input terminal. Again, the amount of the gate oxide capacitance is determined
primarily by the gate area of each transistor.
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+ I Cinterconnect + 2 Cinput

Figure 11.2. Generic representation of a CMOS logic gate for switching power calculation.

Any CMOS logic gate making an output voltage transition can thus be represented
by its nMOS network, pMOS network, and the total load capacitance connected to-its
output node, as seen in Fig. 11.2. As already shown in Chapter 6, the average power
dissipation of the CMOS logic gate, driven by a periodic input voltage waveform with
ideally zero rise- and fall-times, can be calculated from the energy required to charge up
the output node to VDD and charge down the total output load capacitance to ground level.

Tl2e ( l. dV ~( d
P =-iV -ClOTd f - j dt + (VDD-VOU)( ClOad d idti (11.1)

0 f/

Evaluating this integral yields the well-known expression for the average dynamic
(switching) power consumption in CMOS logic circuits.

P.g Clad VDD (11.2)

or

pavg = Coad VDD2 ' fCLK (11.3)

Note that the average switching power dissipation of a CMOS gate is essentially
independent of all transistor characteristics and transistor sizes as long as a full voltage
swing is achieved. Hence, given an input pattern, the switching delay times have no
relevance to the amount of power consumption during the switching events as long as the
output voltage swing is between 0 and VDD.

The analysis of switching power dissipation presented above is based on the
assumption that the output node of a CMOS gate undergoes one power-consuming



transition (0-to-VDD transition) in each clock cycle. This assumption, however, is not 455
always correct; the node transition rate can be slower than the clock rate, depending on
the circuit topology, logic style and the input signal statistics. To better represent this Low-Power
behavior, we will introduce aT (node transition factor), which is the effective number of CMOS Logic
power-consuming voltage transitions experienced per clock cycle. Then, the average Circuits
switching power consumption becomes

Pavg = aT.Cload.VDD2fCLK (11.4)

The estimation of switching activity and various measures to reduce its rate will be
discussed in detail in Section 11.4.

The switching power expressions (11.3) and (11.4) are derived by taking into
account the charge-up and charge-down process of the output node load capacitance
Cload' In complex CMOS logic gates, however, most of the internal circuit nodes also
make full or partial voltage transitions during switching. Since there is a parasitic
capacitance associated with each internal node, these internal transitions contribute to the
overall power dissipation of the circuit. In fact, an internal node may undergo several
transitions while the output node voltage of the circuit remains unchanged, as illustrated
in Fig. 11.3. Thus, an underestimation of the overall switching power consumption may
result if only output node voltage transitions are considered.

VA .

VB

Vout
Vintemal

oad

Vout

Figure 11.3. Switching of the. internal node in a two-input NOR gate results in dynamic power
dissipation even if the output node voltage remains unchanged.

In general terms, internal node voltage transitions can be partial, i.e., the node voltage
swing may be only Vi which is smaller than the full voltage swing of VDD. Thus, the
generalized expression for the average switching power dissipation can be written as

#of nodes

Pavg F arTi.Ci Vi VDD fCLK (11.5)

VA.

0. -



456 where C, represents the parasitic capacitance associated with each node in the circuit
(including the output node) and oT, represents the corresponding node transition factor

CHAPTER 11 associated with that node. Hence, the terms in the parentheses in ( 11.5) represent the total
amount of charge which is drawn from the power supply during each switching event.
While (11.5) is a more exact representation of the switching power dissipation in a CMOS
logic gate, its evaluation may be relatively complicated. Therefore, we will mainly rely
on (11.4) to express the switching power dissipation in CMOS logic circuits.

Observations on Switching Power Reduction

Expressions (11.4) and ( 1.5) derived above for the average switching power dissipation
of CMOS logic gates suggest that we have several different means for reducing the power
consumption. These measures include (i) reduction of the power supply voltage VDD, (ii)
reduction of the voltage swing in all nodes, (iii) reduction of the switching probability
(transition factor) and (iv) reduction of the load capacitance. Note that the switching
power dissipation is also a linear function of the clock frequency, yet simply reducing the
frequency would significantly diminish the overall system performance. Thus, the
reduction of clock frequency would be a viable option only in cases where the overall
throughput of the system can be maintained by other means.

The reduction of power supply voltage is one of the most widely practiced measures
for low-power design. While such reduction is usually very effective, several important
issues must be addressed so that the system performance is not sacrificed. In particular,
we need to consider that reducing the power supply voltage leads to an increase of delay.
Also, the input and output signal levels of a low-voltage circuit or module should be made
compatible with the peripheral circuitry, in order to maintain correct signal transmission.

The reduction of switching activity requires a detailed analysis of signal transition
probabilities, and implementation of various circuit-level and system-level measures
such as logic optimization, use of gated clock signals and prevention of glitches. Finally,
the load capacitance can be reduced by using certain circuit design styles and by proper
transistor sizing. These and other methods for the reduction of switching power dissipa-
tion will be examined in detail in the following Sections.

Short-Circuit Power Dissipation

The switching power dissipation examined above is purely due to the energy required to
charge up the parasitic load capacitances in the circuit, and the switching power is
independent of the rise and fall times of the input signals. Yet, if a CMOS inverter (or a
logic gate) is driven with input voltage waveforms with finite rise and fall times, both the
nMOS and the pMOS transistors in the circuit may conduct simultaneously for a short
amount of time during switching, forming a direct current path between the power supply
and the ground, as shown in Fig. 11.4.

The current component which passes through both the nMOS and the pMOS devices
during switching does not contribute to the charging of the capacitances in the circuit, and
hence, it is called the short-circuit current component. This component is especially
prevalent if the output load capacitance is small, and/or if the input signal rise and fall
times are large, as seen in Fig. 11.5. Here, the input/output voltage waveforms and the
components of the current drawn from the power supply are illustrated for a symmetrical
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Figure 11.4. Both nMOS and pMOS transistor may conduct (simultaneously) a short-circuit
current during switching.

CMOS inverter with small capacitive load. The nMOS transistor in the circuit starts
conducting when the rising input voltage exceeds the threshold voltage VTn. The pMOS
transistor remains on until the input reaches the voltage level (VDD - I VTpI). Thus, there
is a time window during which both transistors are turned on. As the output capacitance
is discharged through the nMOS transistor, the output voltage starts to fall. The drain-to-
source voltage drop of the pMOS transistor becomes nonzero, which allows the pMOS
transistor to conduct as well. The short circuit current is terminated when the input
voltage transition is completed and the pMOS transistor is turned off. A similar event is
responsible for the short-circuit current component during the falling input transition,
when the output voltage starts rising while both transistors are on.

Note that the magnitude of the short-circuit current component will be approxi-
mately the same during both the rising-input transition and the falling-input transition,
assuming that the inverter is symmetrical and the input rise and fall times are identical.
The pMOS transistor also conducts the current which is needed to charge up the small
output load capacitance, but only during the falling-input transition (the output capaci-
tance is discharged through the nMOS device during the rising-input transition). This
current component, which is responsible for the switching power dissipation of the circuit
(current component to charge up the load capacitance), is also shown in Fig. 11.5. The
average of both of these current components determines the total amount of power drawn
from the supply.

For a simple analysis consider a symmetric CMOS inverter withkn =k = k and VT".
= I VTpI = VT, and with a very small capacitive load. If the inverter is driven with an input
voltage waveform with equal rise and fall times ( = = T), it can be derived that the
time-averaged short circuit current drawn from the power supply is

Iavg(short -circuit)=1 * V V - 2VT) (11.6)
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Figure 11.5. Input-output voltage waveforms, the supply current used to charge up the load
capacitance and the short-circuit current in a CMOS inverter with small capacitive load. The total
current drawn from the power supply is the sum of both current components.

Hence, the short-circuit power dissipation becomes

1Pvg (short -,circuit) = 12 k .- fcLK .( VDD -2
VT)' (11.7)

Note that the short-circuit power dissipation is linearly proportional to the input signal
rise and fall times, and also to the transconductance of the transistors. Hence, reducing
the input transition times will decrease the short-circuit current component.
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Figure 11.6. Input-output voltage waveforms, the supply current used to charge up the load
capacitance and the short-circuit current in a CMOS inverter with larger capacitive load and smaller
input transition times. The total current drawn from the power supply is approximately equal to the
charge-up current.

Now consider the same CMOS inverter with a larger output load capacitance and
smaller input transition times. During the rising input transition, the output voltage will
effectively remain at VDD until the input voltage completes its swing and the output will
start to drop only after the input has reached its final value. Although both nMOS and
pMOS transistors are on simultaneously during the transition, the pMOS transistor
cannot conduct a significant amount of current since the voltage drop between its source
and drain terminals is almost zero. Similarly, the output voltage will remain at approxi-

A. -
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mately 0 V during the falling input transition and it will start to rise only after the input
voltage completes its swing. Again, both transistors will be on simultaneously during the
input voltage transition, yet the nMOS transistor will not be able to conduct a significant
amount of current since its drain-to-source voltage is approximately zero. This situation
is illustrated in Fig. 11.6, which shows the simulated input and output voltage waveforms
of the inverter as well as the short-circuit and dynamic current components drawn from
the power supply. Notice that the peak value of the supply current to charge up the output
load capacitance is larger in this case. The reason for this is that the pMOS transistor
remains in saturation during the entire input transition, as opposed to the previous case
shown in Fig. 11.5 where the transistor leaves the saturation region before the input
transition is completed.

The discussion concerning the magnitude of the short-circuit current may suggest
that the short-circuit power dissipation can be reduced by making the output voltage
transition times larger and/or by making the input voltage transition times smaller. Yet
this goal should be balanced carefully against other performance goals such as propaga-
tion delay, and the reduction of the short-circuit current should be considered as one of
the many design requirements that must be satisfied by the designer.

Leakage Power Dissipation

The nMOS and pMOS transistors used in a CMOS logic gate generally have nonzero
reverse leakage and subthreshold currents. In a CMOS VLSI chip containing a very large
number of transistors, these currents can contribute to the overall power dissipation even
when the transistors are not undergoing any switching event. The magnitude of the
leakage currents is determined mainly by the processing parameters.

Of the two main leakage current components in a MOSFET, the reverse diode
leakage occurs when the pn-junction between the drain and the bulk of the transistor is
revers-biased. The reverse-biased drain junction then conducts a reverse.saturation
current which is drawn from the power supply. Consider a CMOS inverter with a high
input voltage, where the nMOS transistor is turned on and the output node voltage is
discharged to zero. Although the pMOS transistor is turned off, there will be a reverse
potential difference of VDD between its drain and the n-well, causing a diode leakage
through the drain junction. The n-well region of the pMOS transistor is also reverse-
biased with VDD, with respect to the p-type substrate. Therefore, another significant
leakage current component exists because of the n-well junction (Fig. 11.7).

A similar situation can be observed when the input voltage is zero, and the output
voltage is charged up to VDD through the pMOS transistor. Then, the reverse potential
difference between the nMOS drain region and the p-type substrate causes a reverse
leakage current which is also drawn from the power supply (through the pMOS
transistor).

The reverse leakage current of a pnjunction is expressed by

( q 1bia8
0 ~~freverse= A.Js L\e kT - 1,. (11.8)
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Figure ll.7. Reverse leakage current paths in a CMOS inverter with high input voltage.

where Vbias is the reverse bias voltage across the junction, J is the reverse saturation
current density and the A is the junction area. The typical reverse saturation current
density is 1 - 5 pA/gm2 , and it increases quite significantly with temperature. Note that
the reverse leakage occurs even during the stand-by operation when no switching takes
place. Hence, the power dissipation due to this mechanism can be significant in a large
chip containing several million transistors.

Another component of leakage currents in CMOS circuits is the subthreshold
current, which is due to carrier diffusion between the source and the drain regions of the
transistor in weak inversion. The behavior of an MOS transistor in the subthreshold
operating region is similar to a bipolar device, and the subthreshold current exhibits an
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Figure 11.8. Subthreshold leakage current path in a CMOS inverter with high input voltage.
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exponential dependence on the gate voltage. The amount of the subthreshold current may
become significant when the gate-to-source voltage is smaller than, but very close to, the
threshold voltage of the device. In this case, the power dissipation due to subthreshold
leakage can become comparable in magnitude to the switching power dissipation of the
circuit. The subthreshold leakage current is illustrated in Fig. 11.8.

Note that the subthreshold leakage current can occur even when there is no switching
activity in the circuit and that this component must be carefully considered for estimating
the total power dissipation in the stand-by operation mode. The subthreshold current
expression given in Section 3.5 is repeated below, in order to illustrate the exponential
dependence of the current on terminal voltages.

1qDWvFX n q0 (A-VGS+B-VDS)
ID(subthreshold) q Wxcn0 e kT .ekT

LB
(I 1.9)

One relatively simple measure to limit the subthreshold current component is to avoid
very low threshold voltages, so that the VGsof the nMOS transistor remains safely below
VTn when the input is logic zero, and the V0 sJ of the pMOS transistor remains safely
below IVTI when the input is logic one.

In addition to the three major sources of power consumption in CMOS digital
integrated circuits discussed in this Section, some chips may also contain circuits which
consume static power. One example is the pseudo-nMOS logic circuits which utilize a
pMOS transistor as the pull-up device. This circuit type was already examined in Section
7.4, and it was shown that the circuit exhibits a nonzero static power dissipation due to
the load current. The presence of such circuits should be taken into account when
estimating the overall power dissipation.

To summarize our discussion, the total power dissipation in CMOS digital circuits
can be expressed as the sum of four components,

Total aT Cload lfCLK + VDD (short-circuit + leakage + [static) (11.10)

where [short cIrcuit denotes the average short-circuit current, Ieaka denotes the reverse
leakage and subthreshold leakage currents, and Istic denotes the current component
drawn from the power supply. The switching power dissipation, which is the first term
in (11.10), is the dominating component in most CMOS logic gates.

Examples of Actual Power Dissipation

In this section, we have examined various components of power dissipation in CMOS
digital integrated circuits and we have identified the physical origins of power dissipa-
tion. In the following, we will apply this analysis to reduce the power dissipation in
CMOS logic gates. It is also very important to understand the power consumption profile
of a large-scale system or chip, i.e., how much power is dissipated in different parts of
the chip. Understanding the dominant components of power consumption in a CMOS
VLSI chip can help us to develop a more realistic perspective, and guide our efforts to
reduce the power dissipation of large-scale systems.



In the following example, we will examine the power consumption of actual chips,
and how the total consumption is divided among four major parts: logic circuits, clock
generation and distribution, interconnections, and off-chip driving (110 circuits). Table
11.1 shows the percentage of power dissipated in each one of these four parts, for three
different CMOS digital VLSI chips.

Minimum feature size

Number of gates

Clock frequency fcLK

Supply voltage

Total power dissipation

Logic gates

Clock distribution

Interconnect

I / O drivers

1.59um 0.75,um 0.5,um

36,808 263,666 10,000

16 MHz 200 MHz 110MHz

5V 3.3V 3V

1.41W 32W 0.8W

32% 14% 9%

9% 32% 30%
28% 14% 15%

26% 37% 43%

Table 11.1. Power dissipation statistics for various CMOS digital VLSI chips.

Notice that all three chips presented here have very different characteristics, in terms
of the minimum feature size, operating frequency and supply voltage. Consequently, the
amount of total power dissipation also shows a very large variation. Yet we can recognize
a number of similarities in the distribution of power consumption among the four major
parts in each chip. First, the amount of power dissipated in the logic gates is only a fraction
(typically 10-30%) of the overall power dissipation. On the other hand, the power
dissipation of the 11O driver circuits is 30-40% of the overall consumption, which is a
significant portion of the power budget. Also, note that a very large amount of power can
be dissipated in the clock network, which includes the clock drivers, the distribution wires
and the input capacitances of all latches driven by the global clock signal.

These observations are very valuable in identifying the parts which are critical for
the overall power consumption in a chip. For example, the 11O circuits are typically
designed to drive large off-chip capacitive loads, and the signal levels are almost always
dictated by the external devices. Therefore, innovative low-power methods for driving
large off-chip loads always have a significant impact on the overall power consumption.
Similarly, a power-saving clock distribution strategy can be a very valuable asset.

11.3. Low-Power Design Through Voltage Scaling

Equation (11.3) shows that the average switching power dissipation is proportional
to the square of the power supply voltage, hence, reduction of VDD will significantly
reduce the power consumption. In the following, we will examine the effects of reducing
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the power supply voltage VDD upon switching power consumption and dynamic perfor- 
mance of the gate.

Influence of Voltage Scaling on Power and Delay

Although the reduction of power supply voltage significantly reduces the dynamic power
dissipation, the inevitable design trade-off is the increase of delay. This can be seen easily
by examining the following propagation delay expressions for the CMOS inverter circuit,
which were derived in Chapter 6.

TPHL = logd 2 2VT,,, +1n (VDD T,) _I
kn(VDDVTn) VDD VT,n VDD

TPLH(= clo)d 2 VTPl i 4 (VDDIVT,,) _1

kp(VDD IVT,pj) VDD-|VT~pl " VDD )

(1l.lla)

(11.llb)

If the power supply voltage is scaled down while all other parameters are kept constant,
the propagation delay time would increase. Figure 11.9 shows the normalized variation
of the delay as a function of VDD, where the threshold voltages of the nMOS and the pMOS
transistor are VTn = 0.8 V and VTP = - 0.8 V, respectively. The normalized variation of
the average switching power dissipation as a function of the power supply voltage is also
shown on the same plot.

14.0

12.0

Cu

0

I

10.0

8.0

6.0

4.0

2.0

0.0

40

30 Z

20

-u
0

10 

en

0 '

-10
1.0 2.0 3.0 4.0 5.0 6.0 7.0

Power Supply Voltage V DD (V)

Figure 11.9. Normalized propagation delay and average switching power dissipation of a CMOS
inverter, as a function of the power supply voltage VDD.
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Notice that the dependence of circuit speed on the power supply voltage may also
influence the relationship between the dynamic power dissipation and the supply voltage.
Equation (11.3) suggests a quadratic improvement (reduction) of power consumption as
the power supply voltage is reduced. However, this interpretation assumes that the
switching frequency (i.e., the number of switching events per unit time) remains constant.
If the circuit is always operated at the maximum frequency allowed by its propagation
delay, the number of switching events per unit time (i.e., the operating frequency) will
drop as the propagation delay becomes larger with the reduction of the power supply
voltage. The net result is that the dependence of switching power dissipation on the power
supply voltage becomes stronger than a simple quadratic relationship, shown in Fig. 1 1.9.

It is important to note that the voltage scaling discussed in this Section is distinctly
different from constant-field scaling (cf. Chapter 3), where the power supply voltage as
well as the critical device dimensions (channel length, gate oxide thickness) and doping
densities are scaled by the same factor. Here, we examine the effects of reducing the
power supply voltage for a given technology, hence, key device parameters and the load
capacitances are assumed to be constant.

The propagation delay expressions (11. 11) show that the negative effect of reducing
the power supply voltage upon delay can be compensated for, if the threshold voltage of
the transistors (VT) is scaled down accordingly. However, this approach is limited
because the threshold voltage may not be scaled to the same extent as the supply voltage.
When scaled linearly, reduced threshold voltages allow the circuit to produce the same
speed-performance at a lower VDD. Figure 11.10 shows the variation of the propagation
delay of a CMOS inverter as a function of the power supply voltage, and for different
threshold voltage values.
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Figure 11.10. Variation of the normalized propagation delay of a CMOS inverter, as a function
of the power supply voltage VDD and the threshold voltage Vr
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We can see, for example, that reducing the threshold voltage from 0.8 V to 0.2 V can
improve the delay at VDD= 2 V by a factor of 2. The positive influence of threshold voltage
reduction upon propagation delay is especially pronounced at low power supply voltages,
for VDD < 2 V. It should be noted, however, that using low- VTtransistors raises significant
concerns about noise margins and subthreshold conduction. Smaller threshold voltages
lead to smaller noise margins for the CMOS logic gates. The subthreshold conduction
current also sets a severe limitation against reducing the threshold voltage. For threshold
voltages smaller than 0.2 V, leakage due to subthreshold conduction in stand-by, i.e.,
when the gate is not switching, may become a very significant component of the overall
power consumption. In addition, propagation delay becomes more sensitive to process-
related fluctuations of the threshold voltage.

Next, we will examine two circuit design techniques which can be used to overcome
the difficulties (such as leakage and high stand-by power dissipation) associated with the
low- VTcircuits. These techniques are called Variable-Threshold CMOS (VTCMOS) and
Multiple-Threshold CMOS (MTCMOS).

Variable-Threshold CMOS (VTCMOS) Circuits

We have seen that using a low supply voltage (VDD) and a low threshold voltage (VT) in
CMOS logic circuits is an efficient method for reducing the overall power dissipation,
while maintaining high speed performance. Yet designing a CMOS logic gate entirely
with low-VT transistors will inevitably lead to increased subthreshold leakage, and
consequently, to higher stand-by power dissipation when the output is not switching. One
possible way to overcome this problem is to adjust the threshold voltages of the
transistors in order to avoid leakage in the stand-by mode, by changing the substrate bias.

The threshold voltage VT of an MOS transistor is a function of its source-to-substrate
voltage VSB, as we have already discussed in Chapter 3. In conventional CMOS logic
circuits, the substrate terminals of all nMOS transistors are connected to ground potential,
while the substrate terminals of all pMOS transistors are connected to VDD. This ensures

2V V~n= 4 2 V in active mode

VTP -0.2 V
L. 0.6 V

f0.2V
VTn = 0.6V

VBn s- 2 V in stand-by mode

Figure 11.11. A variable-threshold CMOS (VTCMOS) inverter circuit. The threshold voltages
of nMOS and pMOS transistors are increased by adjusting the substrate bias voltage, in order to
reduce subthreshold leakage currents in the stand-by mode.

I _ _ 



that the source and drain diffusion regions always remain reverse-biased with respect to
the substrate, and that the threshold voltages of the transistors are not significantly
influenced by the body (backgate-bias) effect. In VTCMOS circuit technique, on the
other hand, the transistors are designed inherently with a low threshold voltage, and the
substrate bias voltages of nMOS and pMOS transistors are generated by a variable
substrate bias control circuit, as shown in Fig. 11.11.

When the inverter circuit in Fig. 11.11 is operating in its active mode, the substrate
bias voltage of the nMOS transistor is VOn = 0 and the the substrate bias voltage of the
pMOS transistor is VBP = VDD. Thus, the inverter transistors do not experience any
backgate-bias effect. The circuit operates with low VDD and low VT, benefiting from both
low power dissipation (due to low VDD) and high switching speed (due to low VT). 

When the inverter circuit is in the stand-by mode, however, the substrate bias control
circuit generates a lower substrate bias voltage for the nMOS transistor and a higher
substrate bias voltage for the pMOS transistor. As a result, the magnitudes of the
threshold voltages VTl and VT, both increase in the stand-by mode, due to the backgate-
bias effect. Since the subthreshold leakage current drops exponentially with increasing
threshold voltage, the leakage power dissipation in the stand-by mode can be signifi-
cantly reduced with this technique.

The VTCMOS technique can also be used to automatically control the threshold
voltages of the transistors in order to reduce leakage currents, and to compensate for
process-related fluctuations of the threshold voltages. This approach is also called the
Self-Adjusting Threshold-Voltage Scheme (SATS).

The variable-threshold CMOS circuit design techniques are very effective for
reducing the subthreshold leakage currents and for controlling threshold voltage values
in low VDD - low VT applications. However, this technique usually requires twin-well or
triple-well CMOS technology in order to apply different substrate bias voltages to
different parts of the chip. Also, separate power pins may be required if the substrate bias
voltage levels are not generated on-chip. The additional area occupied by the substrate
bias control circuitry is usually negligible compared to the overall chip area.

Figure 11.12 shows the block-diagram of a typical low-power chip with low internal
supply voltage VDDL and with threshold voltage control. Note that the input/output

Figure 11.12. Block diagram of a typical low-power chip. The internal supply voltage is
generated on-chip, by a DC-DC converter circuit.
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circuits of the chip usually operate with a higher external supply voltage, in order to
increase the noise margins and to enable communication with the peripheral devices. An
on-chip DC-DC voltage converter generates the low internal supply voltage VDDL, which
is used by the internal circuitry. Two signal swing converters (level converters) are used
to reduce the voltage swing of the incoming input signals, and to increase the voltage
swing of the outgoing output signals, respectively. The internal low-voltage circuitry can
be designed using VTCMOS techniques, where the threshold voltage control unit adjusts
the substrate bias in order to suppress leakage currents.

Multiple-Threshold CMOS (MTCMOS) Circuits

Another technique which can be applied for reducing leakage currents in low voltage
circuits in the stand-by mode is based on using two different types of transistors (both
nMOS and pMOS) with two different threshold voltages in the circuit. Here, low-VT
transistors are typically used to design the logic gates where switching speed is essential,
whereas high- VT transistors are used to effectively isolate the logic gates in stand-by and
to prevent leakage dissipation. The generic circuit structure of the MTCMOS logic gate
is shown in Fig. 11.13.

stand-by

stand-b

prevents subthreshold
leakage in stand-by mode

high-speed operation with
low power consumption

prevents subthreshold
leakage in stand-by mode

Figure 11.13. Generic structure of a multiple-threshold CMOS (MTCMOS) logic gate.

In the active mode, the high-VTtransistors are turned on and the logic gates consisting of
low-VT transistors can operate with low switching power dissipation and small propaga-
tion delay. When the circuit is driven into stand-by mode, on the other hand, the high-VT
transistors are turned off and the conduction paths for any subthreshold leakage currents
that may originate from the internal low-VTcircuitry are effectively cut off. Figure 11.14
shows a simple D-latch circuit designed with the MTCMOS technique. Note that the
critical signal propagation path from the input to the output consists exclusively of low-
VTtransistors, while a cross-coupled inverter pair consisting of high- VTtransistors is used
for preserving the data in the stand-by mode.
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Figure 11.14. Low-power/low-voltage D-latch circuit designed with MTCMOS technique.

The MTCMOS technique is conceptually easier to apply and to use compared to the
VTCMOS technique, which usually requires a sophisticated substrate bias control
mechanism. It does not require a twin-well or triple-well CMOS process; the only
significant process-related overhead of MTCMOS circuits is the fabrication of MOS
transistors with different threshold voltages on the same chip. One of the disadvantages
of the MTCMOS circuit technique is the presence of series-connected stand-by transis-
tors, which increase the overall circuit area and also add extra parasitic capacitance.

While the VTCMOS and MTCMOS circuit techniques can be very effective in
designing low-power/low-voltage logic gates, they may not be used as a universal
solution to low-power CMOS logic design. In certain types of applications where
variable threshold voltages and multiple threshold voltages are infeasible due to techno-
logical limitations, system-level architectural measures such as pipelining and hardware
replication techniques offer feasible alternatives for maintaining the system performance
(throughput) despite voltage scaling. In the following, we will examine some examples
of these architectural design techniques for reducing power dissipation.

Pipelining Approach

First, consider the single functional block shown in Fig. 11.15 which implements a logic
function F(INPUT) of the input vector, INPUT. Both the input and the output vectors are
sampled through register arrays, driven by a clock signal CLK. Assume that the critical
path in this logic block (at a power supply voltage of VDD) allows a maximum sampling
frequency offCLK; in other words, the maximum input-to-output propagation delay pmax
of this logic block is equal to or less than TCLK = lfCLK. Figure 11.15 also shows a



470 simplified timing diagram of the circuit. A new input vector is latched into the input
register array at each clock cycle, and the output data becomes valid with a latency of one

CHAPTER 11 cycle.

Register Register

INPUT OUTPUT

'CLK 'CLK

CLK

INPUT A

OUTPUTDC p pt t t ou

Figure 11.15. Single-stage implementation of a logic function and its simplified timing diagram.

Let Ctotai be the total capacitance switched every clock cycle. Here, Ctota, consists of (i)
the capacitance switched in the input register array, (ii) the capacitance switched to
implement the logic function, and (iii) the capacitance switched in the output register
array. Then, the dynamic power consumption of this structure can be found as

PreferenCe CtOta1 VDD2
fCLK (11.12)

Now consider an N-stage pipelined structure for implementing the same logic
function, as shown in Fig. 11.16. The logic function F(INPUT) has been partitioned into
N successive stages, and a total of (N- 1) register arrays have been introduced, in addition
to the original input and output registers, to create the pipeline. All registers are clocked
at the original sample rate, fCLK. If all stages of the partitioned function have approxi-
mately equal delays of

sa)=TPm (input - to - output),r (pipeline stage)= NT \W Op=TCLK (11.13)

Then the logic blocks between two successive registers can operate N-times slower while
maintaining the samefunctional throughput as before. This implies that the power supply
voltage can be reduced to a value of VDDfnew' to effectively slow down the circuit by a
factor of N. The supply voltage needed for this reduction can be found by solving (11. 11).
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max. stage delay = TCLK
fCLK fCLK fCLK

CLK= LJ

INPUT ] t P * * *

OUTPUT .

Figure 11.16. N-stage pipeline structure realizing the same logic function as in Fig. 11.15. The
maximum pipeline stage delay is equal to the clock period, and the latency is N clock cycles.

The dynamic power consumption of the N-stage pipelined structure with a lower
supply voltage and with the same functional throughput as the single-stage structure can
be approximated by

Pipeline = [Ctotai + (N -1) Creg] VDD,new fCut (11.14)

where Creg represents the capacitance switched by each pipeline register. Then, the power
reduction factor achieved in a N-stage pipeline structure is

pipeine [Ct + (N-1) Creg] VDDnew CLK = e+ g (N-1)] VDDnew2 (11.15

Preference Ctbta'VDD fCLK Cttal VDD

As an example, consider replacing a single-stage logic block (VDD =5 V'fCLK = 20 MHz)
with a four-stage pipeline structure, running at the same clock frequency. This means that
the propagation delay of each pipeline stage can be increased by a factor of 4 without
sacrificing the data throughput. Assuming that the magnitude of the threshold voltage of
all transistors is 0.8 V, the target speed reduction can be achieved by reducing the power
supply voltage from 5 V to approximately 2 V (see Fig. 11.10). With (Creg/Ctota) =0.1,

the overall power reduction factor is found from (11.15) as 0.2. This means that replacing
the original single-stage logic block with a four-stage pipeline running at the same clock
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frequency and reducing the power supply voltage from 5 V to 2 V will provide a switching
power saving of about 80%, while maintaining the same throughput as before.

The architectural modification described here has a relatively small area overhead.
A total of (N-1) register arrays have to be added to convert the original single-stage
structure into a pipeline. While trading off area for lower power, this approach also
increases the latency from one to N clock cycles. Yet in many applications such as signal
processing and data encoding, latency is not a very significant concern.

Parallel Processing Approach (Hardware Replication)

Another method for trading off area for lower power dissipation is to use parallelism, or
hardware replication. This approach could be useful especially when the logic function
to be implemented is not suitable for pipelining. Consider N identical processing
elements, each implementing the logic function F(INPUT) in parallel, as shown in Fig.
11.17. Assume that the consecutive input vectors arrive at the same rate as in the single-
stage case examined earlier. The input vectors are routed to all the registers of the N

INPUT

INPUT

INPUT

OUTPUT

CLKEN (
1
CLK / N)

Figure 11.17. N-blockparallel structure realizing the same logic function as in Fig. 11.15. Notice
the input registers are clocked at a lower frequency of (fcL / N).
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processing blocks. Gated clock signals, each with a clock period of (N TCLK), are used to
load each register every N clock cycles. This means that the clock signals to each input
register are skewed by TCLK, such that each one of the N consecutive input vectors is
loaded into a different input register. Since each input register is clocked at a lower
frequency of (VCLK I N), the time allowed to compute the function for each input vector
is increased by a factor of N. This implies that the power supply voltage can be reduced
until the critical path delay equals the, new clock period of (N TCLK). The outputs of the
N processing blocks are multiplexed and sent to an output register which operates at a
clock frequency of CLK' ensuring the same data throughput rate as before. The timing
diagram of this parallel arrangement is given in Fig. 11. 18.

Since the time allowed to compute the function for each input vector is increased by
a factor of N, the power supply voltage can be reduced to a value of VDD newl to effectively
slow down the circuit. The new supply voltage can be found, as in the pipelined case, by
solving (11. 11). The total dynamic power dissipation of the parallel structure (neglecting
the dissipation of the multiplexor) is found as the sum of the power dissipated by the input
registers and the logic blocks operating at a clock frequency of (fCLK N), and the output
register operating at a clock frequency offCLK.

PParallel =N'Ctoal 'VDD,new 'N + Creg 'VDD, new ICLK

=(1+~~.ZE C Ctotal VDD,new 
2

fCLK
total)

(11.16)

CLK as

INPUT no

CLK-1

CLK-2

CLKN

TCLH

D
= N x TcLLK

ThFL f
,NEE~+

OUTPUT D =

Figure 11.18. Simplified timing diagram of the N-block parallel structure shown in Fig. 11.17.
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474 Note that there is also an additional overhead which consists of the input routing
capacitance, the output routing capacitance and the capacitance of the output multiplexor

CHAPTER I1 structure, all of which are increasing functions of N. If this overhead is neglected, the
amount of power reduction achievable in a N-block parallel implementation is

parallel DDnw2 (1+ Ceg (11.17)
1'reference DD tota

The lower bound of switching power reduction realizable with architecture-driven
voltage scaling is found, assuming zero threshold voltage, as

Pparallel 1
reference (.

Two obvious consequences of this approach are the increased area and the increased
latency. A total of N identical processing blocks must be used to slow down the operation
(clocking) speed by a factor of N. In fact, the silicon area will grow even faster than the
number of processors because of signal routing and the overhead circuitry. The timing
diagram in Fig. 11.18 shows that the parallel implementation has a latency of N clock
cycles, as in the N-stage pipelined implementation. Considering its smaller area over-
head, however, the pipelined approach offers a more efficient alternative for reducing the
power dissipation while maintaining the throughput.

11.4. Estimation and Optimization of Switching Activity

In the previous section, we have discussed methods for minimizing dynamic power
consumption in CMOS digital integrated circuits by supply voltage scaling. Another
approach to low power design is to reduce the switching activity and the amount of the
switched capacitance to the minimum level required to perform a given task. The
measures to accomplish this goal can range from optimization of algorithms to logic
design, and finally to physical mask design. In the following, we will examine the concept
of switching activity, and introduce some of the approaches used to reduce it. In Section
11.5, we will also examine the various measures used to minimize the amount of
capacitance which must be switched to perform a given task.

The Concept of Switching Activity

It was already discussed in Section 11.2 that the dynamic power consumption of a CMOS
logic gate depends, among other parameters, on the node transition factor aT, which is the
effective number of power-consuming voltage transitions experienced by the output
capacitance per clock cycle. This parameter, also called the switching activity factor,
depends on the Boolean function performed by the gate, the logic family, and the input
signal statistics.



We can easily investigate the output transition probabilities for different types of
logic gates. First, we introduce two signal probabilities, PO and PI. PO corresponds to the
probability of having a logic "0" at the output, and P1 = (1 - PO) corresponds to the
probability of having a logic "1" at the output. Therefore, the probability that a power-
consuming (0-to- 1) transition occurs at the output node is the product of these two output
signal probabilities. Consider, for example, a static CMOS NOR2 gate. If the two inputs
are independent and uniformly distributed, the four possible input combinations (00, 01,
10, 11) are equally likely to occur. Thus, we can find from the truth table of the NOR2
gate that PO = 3/4, and P1 = 1/4. The probability that a power-consuming transition occurs
at the output node is therefore

3 1 3
Po,=Po .p 1.=- (11.19)

The transition probabilities can be shown on a state transition diagram which consists of
the two possible output states and the possible transitions among them (Fig. 1.19). In the
general case of a CMOS logic gate with n input variables, the probability of a power-
consuming output transition can be expressed as a function of no, which is the number of
zeros in the output column of the truth table.

( no ((2" o ) (11.20)

3/4 x 3/4 = 9/16 3/4 x 1/4 = 3/16 1/4 x 1/4 = 1/16

1/4 x 3/4 = 3/16

Figure 11.19. State transition diagram and state transition probabilities of a NOR2 gate.

The output transition probability is shown as a function of the number of inputs in
Fig. 11.20, for different types of logic gates for equal input probabilities. For NAND or
NOR gate, the truth table contains only one "0" or "1", respectively, regardless of the
number of inputs. Therefore, the output transition probability drops as the number of
inputs is increased. In XOR gate, on the other hand, the truth table always contains an
equal number of logic "0" and logic " 1 " values. The output transition probability therefore
remains constant at 0.25.
In multi-level logic circuits, the distribution of input signal probabilities is typically not
uniform, i.e., one cannot expect to have equal probabilities for the occurrence of a logic
"0" and a logic " 1 ". Then, the output transition probability becomes a function of the input
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Figure 11.20. Output transition probabilities of different logic gates, as a function of the number of
inputs. Note that the transition probability of the XOR gate is independent of the number or inputs.

probability distributions. As an example, consider the NOR2 gate examined above. Let
P1,A represent the probability of having a logic " 1 " at the input A, and PIB represent the
probability of having a logic " 1 " at the input B. The probability of obtaining a logic " 1 "
at the output node is

PI =(1- PlA)(1- PlB) - (11.21)

Using this expression, the probability of a power-consuming output transition is found
as a function of P1,A and PB

(11.22)

Figure 11.21 shows the distribution of the output transition probability in NOR2 gate, as
a function of two input probabilities. It can be seen that the evaluation of switching
activity becomes a complicated problem in large circuits, especially when sequential
elements, reconvergent nodes (where the output of a logic gate is used as the input
variable of two or more logic gates, propagated along several independent paths and
eventually merged at the input of another logic gate) and feedback loops are involved.
The designer must therefore rely on computer-aided design (CAD) tools for correct
estimation of switching activity in a given network.
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Figure 11.21. Output transition probability of NOR2 gate as a function of two input probabilities.

In dynamic CMOS logic circuits, the output node is precharged during every clock
cycle. If the output node was discharged (i.e., if the output value was equal to "0") in the
previous cycle, the pMOS precharge transistor will draw a current from the power supply
during the precharge phase. This means that the dynamic CMOS logic gate will consume
power every time the output value equals "0", regardless of the preceding or following
values. Therefore, the power consumption of dynamic logic gates is determined by the
signal-value probability of the output node and not by the transition probability. From the
discussion above, we can see that signal-value probabilities are always larger than
transition probabilities, hence, the power consumption of dynamic CMOS logic gates is
typically larger than static CMOS gates under the same conditions.

Reduction of Switching Activity

Switching activity in CMOS digital integrated circuits can be reduced by algorithmic
optimization, by architecture optimization, by proper choice of logic topology or by
circuit-level optimization. In the following, we will briefly discuss some of the measures
that can be applied to optimize the switching probabilities, and hence the dynamic power
consumption.

Algorithmic optimization depends heavily on the application and on the character-
istics of the data such as dynamic range, correlation, and statistics of data transmission.
Some of the techniques can be applied only for specific applications such as Digital
Signal Processing (DSP) and cannot be used for general purpose processing. For
example, choosing a proper vector quantization (VQ) algorithm can be chosen for
minimum switching activity. Also, the number of memory accesses, the number of
multiplications and the number of additions can be reduced by about a factor of 30 if
differential tree search algorithm is used instead of the full search algorithm.

The representation of data can have a significant impact on switching activity at the
system level. In applications where data bits change sequentially and are highly
correlated (such as the address bits to access instructions), the use of Gray coding leads
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to a reduced number of transitions compared to simple binary coding. Another example
is the use of sign-magnitude representation instead of the conventional two's complement
representation for signed data. A change in sign will cause transitions of the higher-order
bits in the two's complement representation, whereas only the sign bit will change in sign-
magnitude representation. Therefore, the switching activity can be reduced by using the
sign-magnitude representation in applications where the data sign changes are frequent.

Glitch Reduction

An important architecture-level measure to reduce switching activity is based on delay
balancing and the reduction of glitches. In multi-level logic circuits, the propagation
delay from one logic block to the next can cause spurious signal transitions, or glitches
as a result of critical races or dynamic hazards. In general, if all input signals of a gate
change simultaneously, no glitching occurs. But a dynamic hazard or glitch can occur if
input signals change at different times. Thus, a node can exhibit multiple transitions in
a single clock cycle before settling to the correct logic level (Fig. 11.22). In some cases,
the signal glitches are only partial, i.e., the node voltage does not make a full transition
between the ground and VDD levels, yet even partial glitches can have a significant
contribution to dynamic power dissipation.

AD

B

E

A F~
B

C T~

D

E glitch _Aj~

Figure 11.22. Signal glitching in multi-level static CMOS circuits.

Glitches occur primarily due to a mismatch or imbalance in the path lengths in the
logic network. Such a mismatch in path lengths results in a mismatch of signal timing with
respect to the primary inputs. As an example, consider the simple parity network shown
in Fig. 11.23. If all XOR gates have the same delay and four input signals arrive at the

C

B F

F D 

(a) (b)

Figure 11.23. (a) Implementation of a four-input parity (XOR) function using a chain structure. (b)
Implementation of the same function using a tree structure which will reduce glitching transitions.



same time, the network in Fig. 1.23(a) will suffer from glitching due to the wide disparity
between the arrival times of the input signals. In the network shown in Fig. 11.23(b), on
the other hand, all input arrival times are uniformly identical because the delay paths are
balanced. Such redesign can significantly reduce the glitches, and consequently, the
dynamic power dissipation in complex multi-level networks. Also notice that the tree
structure shown in Fig. 11.23(b) results in smaller overall propagation delay. Finally, it
should be noted that glitching is not a significant issue in multi-level dynamic CMOS
logic circuits, since each node undergoes at most one transition per clock cycle.

Gated Clock Signals

Another effective design technique for reducing the switching activity in CMOS logic
circuits is the use of conditional, or gated clock signals. We have already seen in Section
11.2 that the switching power dissipation in the clock distribution network can be very
significant. If certain logic blocks in a system are not immediately used during the current
clock cycle, temporarily diabling the clock signals of these blocks will obviously save
switching power that is otherwise wasted. Note that the design of an effective clock gating
strategy requires careful analysis of the signal flow and of the interrelations among the
various operations performed by the circuit. Figure 11.24 shows the block diagram of an
N-bit number comparator circuit which is designed using the gated clock technique.

A [N

B [N

Figure 11.24. Block diagram of an N-bit number comparator with gated clock scheme.
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The circuit compares the magnitudes of two unsigned N-bit binary numbers (A and
B) and produces an output to indicate which one is larger. In the conventional approach,
all input bits are first latched into two N-bit registers, and subsequently applied to the
comparator circuit. In this case, two N-bit register arrays dissipate power in every clock
cycle. Yet if the most significant bits, A[N-1 I and B[N-1], of the two binary numbers are
different from each other, then the decision can be made by comparing the most
significant bits (MSBs) only. The circuit shown in Fig. 11.24 exploits this simple strategy
for saving switching power which would otherwise be wasted to latch and to process the
lower-order bits. The two MSBs are latched in a two-bit register which is driven by the
original system clock. At the same time, these two bits are applied to an XNOR gate and
the output of the XNOR is used to generate the gated clock signal with an AND gate. If
the two MSBs are different (i.e., "01" or "10"), the XNOR produces a logic "0" at the
output, disabling the clock signal of the lower-order registers. In this case, a separate
MSB comparator circuit is used to decide which one of the two numbers is larger. If the
two MSBs are identical (i.e., "00" or " 11"), the gated clock signal is applied to the lower-
order registers and the decision is made by the (N- 1)-bit comparator circuit.

The amount of power dissipated in the lower-order registers and the (N-1)-bit
comparator circuit can be quite significant, especially if the bit-length (N) is large.
Assuming that the incoming binary numbers are randomly distributed, we can see that the
gated clock strategy effectively reduces the overall switching power dissipation of the
system by approximately 50%, since a large portion of the system is disabled for half of
all input combinations. This example shows that the gated clock strategy can be very
effective for reducing switching power dissipation in certain logic circuits.

11.5. Reduction of Switched Capacitance

It was already established in the previous sections that the amount of switched capaci-
tance plays a significant role in the dynamic power dissipation of the circuit. Hence,
reduction of this parasitic capacitance is a major goal for low-power design of digital
integrated circuits. In this Section, we will consider various techniques at the system
level, circuit level and physical design (mask) level which can be used to reduce the
amount of switched capacitance.

System-Level Measures

At the system level, one approach to reduce the switched capacitance is to limit the use
of shared resources. A simple example is the use of a global bus structure for data
transmission between a large number of operational modules (Fig. 11.25). If a single
shared bus is connected to all modules as in Fig. 11.25(a), this structure results in a large
bus capacitance due to (i) the large number of drivers and receivers sharing the same
transmission medium, and (ii) the parasitic capacitance of the long bus line. Obviously,
driving the large bus capacitance will require a significant amount of power consumption
during each bus access. Alternatively, the global bus structure can be partitioned into a
number of smaller dedicated local buses to handle the data transmission between
neighboring modules, as shown in Fig. 11.25(b). In this case, the switched capacitance
during each bus access is significantly reduced, although multiple buses may increase the
overall routing area on the chip.
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(a)

Figure 11.25. (a) Using a single global bus structure for connecting a large number of modules on chip
results in large bus capacitance and large dynamic power dissipation. (b) Using smaller local buses
reduces the amount of switched capacitance, at the expense of additional chip area.

Circuit-Level Measures

The type of logic style used to implement a digital circuit also affects the output load
capacitance of the circuit. The capacitance is a function of the number of transistors that
are required to implement a given function. For example, one approach to reduce the load
capacitance is to use transfer gates (pass-transistor logic) instead of conventional CMOS
logic gates to implement logic functions. Pass-gate logic design is attractive since fewer
transistors are required for certain functions such as XOR and XNOR. Therefore, this
design style has emerged as a promising alternative to conventional CMOS, for low-
power design. Still, a number of important issues must be considered for pass-gate logic.



482

CHAPTER 1

The threshold-voltage drop through nMOS transistors while transmitting a logic " 1 "
makes swing restoration necessary in order to avoid static currents in subsequent inverter
stages or logic gates (cf. Chapter 9). In order to provide acceptable output driving
capabilities, inverters are usually attached to pass-gate outputs, which increases the
overall area, time delay and the switching power dissipation of the logic gate. Because
pass-transistor structures typically require complementary control signals, dual-rail logic
is used to provide all signals in complementary form. As a consequence, two complemen-
tary nMOS pass-transistor networks are necessary in addition to swing restoration and
output buffering circuitry, effectively diminishing the inherent advantages of pass-
transistor logic over conventional CMOS logic. Thus, the use of pass-transistor logic
gates to achieve low power dissipation must be carefully considered, and the choice of
logic design style must ultimately be based on a detailed comparison of all design aspects
such as silicon area, overall delay as well as switching power dissipation.

Mask-Level Measures

The amount of parasitic capacitance that is switched (i.e. charged up or charged down)
during operation can be also reduced at the physical design level, or mask level. The
parasitic gate and diffusion capacitances of MOS transistors in the circuit typically
constitute a significant amount of the total capacitance in a combinational logic circuit.
Hence, a simple mask-level measure to reduce power dissipation is keeping the transis-
tors (especially the drain and source regions) at minimum dimensions whenever possible
and feasible, thereby minimizing the parasitic capacitances. Designing a logic gate with
minimum-size transistors certainly affects the dynamic performance of the circuit, and
this trade-off between dynamic performance and power dissipation should be carefully
considered in critical circuits. Especially in circuits driving a large extrinsic capacitive
loads, e.g., large fan-out or routing capacitances, the transistors must be designed with
larger dimensions. Yet in many other cases where the load capacitance of a gate. is mainly
intrinsic, the transistor sizes can be kept at a minimum. Note that most standard cell
libraries are designed with larger transistors in order to accommodate a wide range of
capacitive loads and performance requirements. Consequently, a standard-cell based
design may have considerable overhead in terms of switched capacitance in each cell.

11.6. Adiabatic Logic Circuits

In conventional level-restoring CMOS logic circuits with rail-to-rail output voltage
swing, each switching event causes an energy transfer from the power supply to the output
node, or from the output node to the ground. During a O-to-VDD transition of the output,
the total output charge Q = Cd VDD is drawn from the power supply at a constant voltage.
Thus, an energy of EsuppI = C load VDD2 is drawn from the power supply during this
transition. Charging the output node capacitance to the voltage level VDD means that at
the end of the transition, the amount of stored energy in the output node is Estored = Cad
VDD 2/2. Thus, half of the injected energy from the power supply is dissipated in the pMOS
network while only one half is delivered to the output node. During a subsequent VDD-
to-O transition of the output node, no charge is drawn from the power supply and the
energy stored in the load capacitance is dissipated in the nMOS network.



To reduce the dissipation, the circuit designer can minimize the switching events,
decrease the node capacitance, reduce the voltage swing, or apply a combination of these
methods. Yet in all these cases, the energy drawn from the power supply is usedonly once
before being dissipated. To increase the energy efficiency of logic circuits, other
measures can be introduced for recycling the energy drawn from the power supply. A
novel class of logic circuits called adiabatic logic offers the possibility of further
reducing the energy dissipated during switching events, and the possibility of recycling,
or reusing, some of the energy drawn from the power supply. To accomplish this goal,
the circuit topology and the operation principles have to be modified, sometimes
drastically. The amount of energy recycling achievable using adiabatic techniques is also
determined by the fabrication technology, switching speed and voltage swing.

The term "adiabatic" is typically used to describe thermodynamic processes that
have no energy exchange with the environment, and therefore, no energy loss in the form
of.dissipated heat. In our case, the electric charge transfer between the nodes of a circuit
will be viewed as the process, and various techniques will be explored to minimize the
energy loss, or heat dissipation, during charge transfer events. It should be noted that fully
adiabatic operation of a circuit is an ideal condition which may only be approached
asymptotically as the switching process is slowed down. In practical cases, energy
dissipation associated with a charge transfer event is usually composed of an adiabatic
component and a non-adiabatic component. Therefore, reducing all energy loss to zero
may not be possible, regardless of the switching speed.

Adiabatic Switching

Consider the simple circuit shown in Fig. 11.26 where a load capacitance is charged by
a constant current source. This circuit is similar to the equivalent circuit used to model
the charge-up event in conventional CMOS circuits, with the exception that in conven-
tional digital CMOS circuits, the output capacitance is charged by a constant voltage
source and not by a constant current source. Here, R represents the on-resistance of the
pMOS network. Also note that a constant charging current corresponds to a linear voltage
ramp. Assuming that the capacitance voltage VC is zero initially, the variation of the
voltage as a function of time can be found as

Vc(t)= C -iource t (11.23)

Hence, the charging current can be expressed as a simple function of Vc and time t.

Isource ) (11.24)

The amount of energy dissipated in the resistor R from t = 0 to t = T can be found as

T

Ediss =R Iurce2 dt=R-IsOurce 2 T (11.25)
0
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Figure 11.26. Constant-current source charging a load capacitance C, through a resistance R.

Combining (11.24) and (11.25), the dissipated energy during this charge-up transition
can also be expressed as follows.

EdWS CVc2 (T) (11.26)
T

Now, a number of simple observations can be made based on (11.26). First, the dissipated
energy is smaller than for the conventional case if the charging time T is larger than 2 RC.
In fact, the dissipated energy can be made arbitrarily small by increasing the charging
time, since Ediss is inversely proportional to T. Also, we observe that the dissipated energy
is proportional to the resistance R, as opposed to the conventional case where the
dissipation depends on the capacitance and the voltage swing. Reducing the on-resistance
of the pMOS network will reduce the energy dissipation.

We have seen that the constant-current charging process efficiently transfers energy
from the power supply to the load capacitance. A portion of the energy thus stored in the
capacitance can also be reclaimed by reversing the current source direction, allowing the
charge to be transferred from the capacitance back into the supply. This possibility is
unique to the adiabatic operation, since in conventional CMOS circuits the energy is
dissipated after being used only once. The constant-current power supply must certainly
be capable of retrieving the energy back from the circuit. Adiabatic logic circuits thus
require non-standard power supplies with time-varying voltage, also called pulsed-
power supplies. The additional hardware overhead associated with these specific power
supply circuits is one of the design trade-off that must be considered when using the
adiabatic logic.

Adiabatic Logic Gates

In the following, we will examine simple circuit configurations which can be used for
adiabatic switching. Note that most of the research on adiabatic logic circuits are rather
recent. Therefore, the circuits presented here should be considered as simple examples.
Other circuit topologies are also possible, but the overall theme of energy recycling
should be enforced, regardless of specific circuit configuration.

First, consider the adiabatic amplifier circuit shown in Fig. 11.27, which can be used
to drive capacitive loads. It consists of two CMOS transmission gates and two nMOS
clamp transistors. Both the input (X) and the output (Y) are dual-rail encoded, which
means that the inverses of both signals are also available, to control the CMOS
transmission gates.

I
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Figure 11.27. Adiabatic amplifier circuit which transfers the complementary input signals to its
complementary outputs through CMOS transmission gates.

When the input signal X is set to a valid value, one of the two transmission gates
becomes transparent. Next, the amplifier is energized by applying a slow voltage ramp
VA, rising from zero to VDD. The load capacitance at one of the two complementary
outputs is adiabatically charged to VDD through the transmission gate, while the other
output node remains clamped to ground potential. When the charging process is
completed, the output signal pair is valid and can be used as an input to other similar
circuits. Next, the circuit is de-energized by ramping the voltage VA back to zero. Thus,
the energy that was stored in the output load capacitance is retrieved by the power supply.
Note that the input signal pair must be valid and stable throughout this sequence.

The simple circuit principle of the adiabatic amplifier can be extended to allow the
implementation of arbitrary logic functions. Figure 11.28 shows a general circuit
topology for conventional CMOS logic gates and adiabatic counterparts. To convert a
conventional CMOS logic gate into an adiabatic gate, the pull-up and pull-down
networks must be replaced with complementary transmission-gate (T-gate) networks.
The T-gate network implementing the pull-up function is used to drive the true output of
the adiabatic gate, while the T-gate network implementing the pull-down function drives
the complementary output node. Note that all inputs should also be available in
complementary form. Both networks in the adiabatic logic circuit are used to charge-up
as well as charge-down the output capacitances, which ensures that the energy stored at
the output node can be retrieved by the power supply, at the end of each cycle. To allow
adiabatic operation, the DC voltage source of the original circuit must be replaced by a
pulsed-power supply with ramped voltage output. Note that the circuit modifications
which are necessary to convert a conventional CMOS logic circuit into an adiabatic logic
circuit increase the device count by a factor of two or even more. In general, the reduction
of energy dissipation comes at the cost of slower switching speed, a trade-off in all
adiabatic methods.

Figure 11.29 shows the circuit diagram of an adiabatic two-input AND/NAND gate
as an example, which consists of two complementary T-gate networks. Note that the
network consisting of two CMOS T-gates connected in series is used for realizing the
AND function of the two input variables, while the network consisting of two CMOS T-
gates connected in parallel is used for realizing the complementary NAND function.



486

CHAPTER 1 1

Vout

path

load

(a)

(b)

Figure 11.28. (a) The general circuit topology of a conventional CMOS logic gate. (b) The topology
of an adiabatic logic gate implementing the same function. Note the difference in charge-up and charge-
down paths for the output capacitance.

Stepwise Charging Circuits

We have seen earlier that the dissipation during.a charge-up event can be minimized, and
in the ideal case it can be reduced to zero by using a constant-current power supply. This
requires that the power supply be able to generate linear voltage ramps. Practical supplies
can be constructed by using resonant inductor circuits to approximate the constant output
current and the linear voltage ramps with sinusoidal signals. But the use of inductors
presents several difficulties at the circuit level, especially in view of chip-level integra-
tion and overall efficiency.

An alternative to using pure voltage ramps is to use stepwise supply voltage
waveforms, where the output voltage of the power supply is increased and decreased in
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Figure 11.29. Circuit diagram of an adiabatic CMOS AND/NAND gate.

small increments during charging and discharging. Since the energy dissipation depends
on the average voltage drop traversed by the charge that flows onto the load capacitance,
using smaller voltage steps, or increments, should reduce the dissipation considerably.
Figure 11.30 shows a CMOS inverter driven by a stepwise supply voltage waveform.
Assume that the output voltage is equal to zero initially. With the input voltage set to logic
low level, the power supply voltage VA is increased from 0 to VDD, in n equal voltage steps
(Fig. 11.31). Since the pMOS transistor is conducting during this transition, the output
load capacitance will be charged up in a stepwise manner. The on-resistance of the pMOS
transistor can be represented by the linear resistor R. Thus, the output load capacitance
is being charged up through a resistor, in small voltage increments. For the i time
increment, the amount of capacitor current can be expressed as

ic = Cd t - A(il) V,,, (11.27)
dt R

Solving this differential equation with the initial condition V0,,(ti) = VA(i) yields

V.(t)=VA('+') -- De-tR (11.28)
n

Here, n is the number of steps of the supply voltage waveform. The amount of energy
dissipated during one voltage step increment can now be found as

2
u
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Figure 11.30. A CMOS inverter circuit with a stepwise-increasing supply voltage.
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Figure 11.31. Equivalent circuit, and the input and output voltage waveforms of the CMOS inverter
circuit shown in Fig. 11.30 (stepwise charge-up case).

Since n steps are used to charge up the capacitance to VDD, the total dissipation is
1 VDD 2

Etotaj =n.Etep = C 2 (11.30)
n 2

According to this simplified analysis, charging the output capacitance with n voltage
steps or increments reduces the energy dissipation per cycle by a factor of n. Therefore,
the total power dissipation is also reduced by a factor of n using stepwise charging. This
result implies that if the voltage steps can be made very small and the number of voltage
steps n approaches infinity (i.e., if the supply voltage is a slow linear ramp), the energy
dissipation will approach zero.

Another example for simple stepwise charging circuits is the stepwise driver for
capacitive loads, implemented with nMOS devices as shown in Fig. 11.32. Here, a bank
of n constant voltage supplies with evenly distributed voltage levels is used. The load
capacitance is charged up by connecting the constant voltage sources V through VN to
the load successively, using an array of switch devices. To discharge the load capacitance,
the constant voltage sources are connected to the load in the reverse sequence.

The switch devices are shown as nMOS transistors in Fig. 11.32, yet some of them
may be replaced by pMOS transistors to prevent the undesirable threshold-voltage drop

t



problem and the substrate-bias effects at higher voltage levels. One of the most
significant drawbacks of this circuit configuration is the need for multiple supply
voltages. A power supply system capable of efficiently generating n different voltage
levels would be complex and expensive. Also, the routing of n different supply voltages
to each circuit in a large system would create a significant overhead. In addition, the
concept is not easily extensible to general logic gates. Therefore, stepwise charging
driver circuits can be best utilized for driving a few critical nodes in the circuit that are
responsible for a large portion of the overall power dissipation, such as output pads and
large buses.

VN

V2

V1

Vout

Vout

Cload

Figure 11.32. Stepwise driver circuit for capacitive loads. The load capacitance is successively
connected to constant voltage sources Vi through an array of switch devices.

So far, we have seen that adiabatic logic circuits can offer significant reduction of
energy dissipation, but usually at the expense of switching times. Therefore, such
adiabatic logic circuits can be best utilized in cases where delay is not critical. Moreover,
the realization of unconventional power supplies needed in adiabatic circuit configura-
tions typically results in an overhead both in terms of both overall energy dissipation and
silicon area. These issues should be carefully considered when adiabatic logic is used as
a method for low-power design.
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Exercise Problems

11.1 For a typical CMOS inverter circuit (you can use the device parameters used in
Problem 6.6):

(a) Plot the voltage waveform across the pMOS transistor during the low-to high
output transition, for a step input.

(b) Plot the instantaneous power dissipation during this switching event and
calculate the average power dissipation.

11.2 For the CMOS inverter considered in Problem 11.1, replace its constant power
supply voltage by a ramp voltage source, with 3 ns transition time from 0 to 3 V.
Repeat the steps (a) and (b) above for this circuit.

11.3 Design an adiabatic 2-input AND/NAND gate (circuit topology given in Fig.
11.29). Simulate its power dissipation using power supply ramps with (a) 3 ns and
(b) 30 ns transitions from 0 to 3 V.

11.4 Design an adiabatic full adder circuit. Compare its, transistor count with (a) the
conventional CMOS full adder circuit and (b) the pass-transistor full adder circuit.
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12.1. Introduction

The signal propagation delay due to large interconnect capacitances is a major factor
which limits the performance of CMOS digital integrated circuits. The system speed is
ultimately restricted by the current-driving capability of CMOS gates that drive large
capacitive loads, such as the word lines in memory arrays, or data bus lines between large
logic blocks. The problem of driving large off-chip as well as on-chip loads is tradition-
ally solved by using specific CMOS buffer circuits with enhanced current driving
capabilities, which will be examined in further detail in Chapter 13. Most of these buffer
configurations require a significant amount of silicon area for improvement in the signal
propagation delay.

Consider a large capacitive load being driven by a CMOS inverter circuit, which in
turn is driven by another CMOS inverter, or any CMOS logic gate in general, as shown
in Fig. 12.1. Assume that the propagation delay of the output buffer is represented by Tot,
and the propagation delay of the entire two-stage structure is represented by rotal. Simple
dynamic analysis suggests that, to drive a large capacitive load with a specified
propagation delay, we have to design the output buffer with sufficiently large transistor
channel widths, Wn and W . However, simply increasing the transistor dimensions will
not necessarily help to recfuce the propagation delay time.
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As we make the channel widths of the nMOS and the pMOS transistors larger, the
proportionally increasing drain parasitics will eventually annihilate the speed improve-
ment to be gained by larger transistor sizing. Thus, the output stage propagation delay
may not be reducible beyond a certain limit due to the increase in drain parasitics, as
illustrated in Fig. 12.2. In fact, the overall delay of the two-stage structure shown in Fig.
12.1 will even increase with larger W, and W , because of the large gate capacitance being
imposed on the first stage.

ttotal

�>0�

Tout

Wn, p

Vout

load

Figure 12.1. A two-stage CMOS buffer structure used for driving a large capacitive load.

T

Wn, Wp

Figure 12.2. Propagation delay of the CMOS buffer vs. transistor size in the output stage.

The only feasible solution using conventional CMOS structures is to build a tapered
or scaled buffer chain, consisting of several stages which gradually increase in size from
the input stage toward the output. The detailed design issues associated with scaled buffer
chains will be investigated in Chapter 13. Yet scaled or tapered buffer structures typically
require a large silicon area to implement, which increases the overall cost, especially if
many on-chip and off-chip loads must be considered.



In comparison, bipolar junction transistors (BJTs) have more current driving
capability, and hence, can overcome such speed bottlenecks using less silicon area.
However, the power dissipation of bipolar logic gates is typically one or two orders of
magnitude larger than that of comparable CMOS gates. Therefore, such all-bipolar high-
speed VLSI circuits are difficult to realize and require very elaborate heat-sink arrange-
ments.

An alternative solution to the problem of driving large capacitive loads can be
provided by merging CMOS and bipolar devices (BiCMOS) on chip. Taking advantage
of the low static power consumption of CMOS and the high current driving capability of
the bipolar transistor during transients, the BiCMOS configuration can combine the "best
of both worlds" (Fig. 12.3). In view of the limited driving capabilities of MOS transistors

Vin
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1
Out

Figure 12.3. A typical BiCMOS inverter circuit, with four MOSFETs and two BJTs.

in general, the BiCMOS combination has significant advantages to offer, such as
improved switching speed and less sensitivity with respect to the load capacitance. In
general, BiCMOS logic circuits are not bipolar-intensive, i.e. most logic operations are
performed by conventional CMOS subcircuits, while the bipolar transistors are used only
when high on-chip or off-chip drive capability is required.

The most significant drawback of the BiCMOS circuits lies in the increased
fabrication process complexity. The fabrication of the bipolar transistors involves more
process steps beyond the CMOS process. But many of the conventional CMOS process
steps can be utilized to concurrently fabricate bipolar transistor structures along with the
MOS transistors, as shown in the simplified cross-section in Fig. 12.4. For example, the
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process used to create the n-well (n-tub) on a p-type substrate can also be used to create
the n-type collector region of the npn bipolar transistor. The source and drain diffusion
steps in the CMOS process can be used to form the emitter region and the base contact
region of the bipolar transistor. The silicided polysilicon gate of the MOS transistor forms
the emitter contact. In fact, the only bipolar fabrication step which cannot be adopted from
the CMOS process is the creation of the base region. The BiCMOS fabrication process
typically requires only 3-4 masks in addition to the well-established CMOS process.

npn Bipolar Transistor pMOS Transistor nMOS Transistor

Figure 12.4. Simplified cross-section showing an npn bipolar transistor, an n-channel MOS
transistor, and a p-channel MOS transistor fabricated on the same p-type silicon substrate. Notice
that many standard CMOS process steps can be used to create bipolar and MOS transistors side-
by-side on the chip.

In the following sections, we will present the basic building blocks of BiCMOS logic
circuits, discuss the static and dynamic behavior of BiCMOS circuits, and examine some
applications. To provide the necessary analytical basis for the upcoming discussions, we
start by investigating the structure and the operation of the bipolar junction transistor
(BJT).

12.2. Bipolar Junction Transistor (BJT): Structure and Operation

The simplified cross-section of an npn bipolar junction transistor (BJT) is shown in Fig.
12.5. The structure consists of several regions and layers of doped silicon, which
essentially form the three terminals of the device: emitter (E), base (B), and collector (C).
The npn-type bipolar transistor shown in Fig. 12.5 is fabricated on a p-type Si substrate.
In full-bipolar ICs, a lightly doped n-type epitaxial layer created on top of the p-type
substrate serves as the collector (note: in BiCMOS ICs, the n-well is used as the collector
region). The collector contact region is doped with a higher concentration of n-type
impurities in order to reduce the contact resistance. The base region is created by forming
a p-type diffusion in the n-type epitaxial layer, and the heavily doped n-type emitter is
formed within this p-type base diffusion region.
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Figure 12.5. Cross-section of an npn-type bipolar junction transistor (BJT).

The rectangular slice highlighted in Fig. 12.5 represents the basic functional BJT
device, which essentially consists of two back-to-back connected pnjunctions. This basic
structure is shown separately in Fig. 12.6 with applied bias voltages, VBE and VCB. Notice
that with the voltage source polarities shown here, the base-emitter junction is forward-
biased, whereas the base-collector junction is reverse-biased. We will call this particular
operating mode the forward active mode. The circuit symbol of the npn transistor is also
shown in Fig. 12.6.

E B C

0

0
VBE

Figure 12.6. The simplified view of the bipolar junction transistor (BJT) biased in the forward
active mode with VBE and V, and the corresponding circuit symbol. Note that the depletion
regions at both pn junctions are also highlighted.

BJT Operation: A Qualitative View

Underthe bias conditions shown in Fig. 12.6, the positivebase-emitter voltage VBEcauses
the base-emitter pn junction to become forward-biased and to conduct a current which
corresponds to the emitter terminal current IE. The emitter current consists of two
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components: electrons injected from the emitter into the base region, and holes injected
from the base into the emitter. Since the doping concentration of the emitter region is
much higher than that of the base region, the magnitude of the injected electron current
component is larger than the injected hole current component.

The injected electrons which enter the very thin base region are the minority carriers
in the p-type base. Their concentration is highest at the emitter side of the base and lowest
(zero) at the collector side of the base region. The reason for the zero concentration at the
collector side is that the positive collector voltage VCB causes the electrons at the
collector-base junction to be swept across the depletion region, and into the collector.
Thus, electrons injected from the emitter into the base region will diffuse toward the
collector, since the local electron concentration profile decreases in that direction. The
diffusion current made up of electrons in the base is directly proportional to the minority
carrier concentration difference between the emitter side and the collector side of the
base. Electrons that diffuse through the thin base region and reach the collector junction
will be swept into the collector, making up the collector current Ic' Therefore, we can see
that the amount of the collector current depends on the amount of electrons which
successfully diffuse through the base region.

Ideally, it is preferred that almost all of the electrons injected into the base at the
emitter junction diffuse through the base region, reach the collector junction and are
swept into the collector region, thus making the collector current IC approximately equal
to the emitter current E In order to meet this requirement, the thickness W of the base
region must be much smaller than the diffusion length LD of electrons in the base, i.e., W
<< LD. Also, the doping concentration of the emitter region must be much larger than that
of the base region, so that the emitter terminal current is dominated by the electron
injection current component. If these conditions are satisfied, the terminal behavior of the
BJT will be a good approximation of a controlled current source. The emitter current and
therefore the collector current flow can be controlled by modifying the bias at the base-
emitter junction.

Note that some of the electrons that are diffusing through the base region will
recombine with holes, i.e., with the majority carriers in the base. Also, a small number
of holes will be injected from the base into the emitter through the forward-biased base-
emitter junction. The injected holes constitute the base current IB. Although the magni-
tude of the base current is very small in comparison to the collector current, it nevertheless
plays an important role in the current-controlled operation. It can be shown that the
collector current is in fact proportional to the base current, with a very large proportion-
ality factor, also called the current gain. Thus, by simply modifying the amount of the
small base current, one can control the collector current of a bipolar transistor operating
in the forward active mode.

This brief discussion is not intended to provide a complete picture of the operation
of BJTs, but rather to illustrate qualitatively the pertinent characteristics of current-
controlled operation in bipolar devices. Our objective is to provide a sufficient basis for
understanding the analytical models to be presented next.

BJT Current-Voltage Models

The operational characteristics of the npn bipolar transistor under various conditions will
be analyzed in the following by using the well-known Ebers-Moll. model. We will not
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Note that the BJT terminal current directions used in this chapter do not match the
current directions used in SPICE BJT models, where all terminal currents are directed
into the device. By combining (12.1) through (12.4), we obtain the following form of the
Ebers-Moll current-voltage model equations for the bipolar transistor.

VBE VBC

VBE Vrc

IE = ES e T -IJ-aRICS e VT -1

(12.5)

(12.6)

where VT represents the thermal voltage,

VT =kT
q

(12.7)

It is also obvious that the sum of the three terminal currents must always be equal to zero,
therefore,

E= C + IB (12.8)

Now we can examine the external current-voltage behavior of the npn bipolar
junction transistor under different terminal bias conditions, also called operating modes.
The four possible modes of operation for the BJT are listed below as functions of the bias
directions (polarities) applied to the two junctions.

In analog circuit applications where linear current and/or voltage amplification is the
primary concern, the bipolar transistor is usually operated only in the forward active
mode. In digital circuit applications where the BJT is used primarily as a switching
device, on the other hand, all four operating modes may be involved.

BE junction BC junction Operating Mode

forward reverse forward active

reverse forward reverse active

forward forward saturation

reverse reverse cut-off



Forward Active Mode

In the forward active mode, the base-emitterjunction is forward-biased, with VBE> , and
the base-collector junction is reverse-biased, with VBC < 0. Under these conditions, the
current across the reverse-biased base-collector junction is limited to the reverse
saturation current ICS, which is relatively small in magnitude (on the order of approx.
10-15 A). The Ebers-Moll equivalent circuit diagram for the forward active mode is shown
in Fig. 12.8.
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+
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Figure 12.8. The Ebers-Moll equivalent circuit diagram of the npn BJT operating in the forward
active mode.

As seen from Fig. 12.8, the two diode current components IF and IR used in the orig-inal
model can now be expressed as

IF = IE - aR ICS

(12.9)
IR = ICS

The collector current is then found as follows.

; ~ ~ I~FI-RIs+c 1.0
I = aF (IE - aR CS) + CS (12.10)
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CHAPTER 12 Using (12.8), the collector current can also be written in terms of the base current.

IC=aF(IC+IB)+ICO (12.12)

l-aF I-aF (12.13)

At this point, we will define a new current coefficient, O3 F. Since the magnitude of aF is
usually less than but very close to unity, the magnitude of ,,F is on the order of 100 to 1000 
for a typical npn BJT.

f 3 F alF = aF (12.14)

Finally, the collector current of the npn bipolar transistor operating in the forward active
mode is found as

IC=F IB +(1+F)ICO-fF IB (12.15)

This current equation shows that the collector current in the forward active mode is
proportional to the much smaller base current, with a large proportionality (current gain)
factor of flF

Reverse Active Mode

In the reverse active mode, the base-emitter junction is reverse-biased, with VBE < 0, and
the base-collector junction is forward-biased, with VBC > 0. Note that this bias condition
can be viewed as the complementary mode to the forward active mode examined above.
Under these conditions, the current across the reverse-biased base-emitter junction is
limited to the small reverse saturation current IES. The Ebers-Moll equivalent circuit
diagram of the BJT operating in reverse active mode is shown in Fig. 12.9.

It is seen from Fig. 12.9 that the two diode current components IF and IR can now be
expressed as follows:

IF = I 'ES

(12.16)
IR=-IC+aF 'ES
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-ccF IES

aR(-IC-aF'ES)

Figure 12.9. The Ebers-Moll equivalent circuit diagram of the npn BJT operating in reverse
active mode.

The emitter current is then found from (12.2):

IE = -aR(-IC -aF ES)- ES (12.17)

IE = aR IC -IEO where IEO =IES (1-aR aF) (12.18)

Using (12.8), the emitter current IE can also be written in terms of the base current IB as
follows:

IE = aR (IE IB)-IEO (12.19)

- 'B IEO
IR = aR I _ IEO(12.20)1-aR ia

At this point, let us define a new current coefficient, PR, with

OR aR (12.21)
1-aR

: @0

0*

0
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IE =-R B -(1+3R)IEO -PR IB (12.22)

This equation shows us that the emitter current in the reverse active mode is proportional
to the much smaller base current, with a proportionality factor of R

It can be observed that there is a close analogy between the current equations derived
for the forward active mode and those for the reverse active mode. From a practical point
of view, the emitter and collector terminals of the bipolar transistor appear to be swapped,
and the current flow directions for the emitter and the collector currents are reversed
accordingly. Note, however, that unlike the MOS transistor, the physical structure of the
BJT is not symmetrical. Since the doping concentrations in the collector and the emitter
regions are quite different, the reverse active mode characteristics of the BJT will not be
exact replicas of the forward active mode characteristics. In fact, the reverse active mode
current gain is significantly smaller than the forward active mode current gain.

Cut-off Mode

In this case, both the base-emitter and the base-collector junctions are reverse-biased, i.e.,
VBE < 0 and VBC < 0. Consequently, the pn junction currents IF and IR are both reduced
to the corresponding reverse saturation current values.

v ~~~~~~~~~IF =I-PS

(12.23)
IR CS

The Ebers-Moll equivalent circuit diagram of the BJT operating in the cut-off mode is
shown in Fig. 12 .10. The emitter and the collector currents of the bipolar transistor in cut-
off mode are expressed as follows:

IE = - IES + aR CS

(12.24)
Ic= aF ES+ICS

Using the following equality

aF IEs = aR CS (12.25)

the terminal currents can be found as
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0Figure 12.10. The Ebers-Moll equivalent circuit diagram of the npn BJT operating in cut-off

Figure 12.10. The Ebers-Moll equivalent circuit diagram of the npn BJT operating in cut-off
mode.

IE =-(1-aF)IES

(12.26)
IC=(1-aR)lCS

Both the emitter current and the collector current of the bipolar transistor in cut-off mode
are even smaller than the junction reverse saturation currents, ICS and IES. Although the
non-ideal effects of leakage and thermal generation in the depletion regions are neglected
in this derivation, the actual values of the emitter and collector currents of the BJT in cut-
off mode are nevertheless very small. It can thus be assumed that there is an open circuit
between each of the transistor terminals.

Saturation Mode

In the saturation mode, both the base-emitter junction and the base-collector junction are
forward-biased, with VBE > 0 and VB > O. The Ebers-Moll equivalent circuit diagram of
the BJT operating in the saturation mode is shown in Fig. 12.11.
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Figure 12.11. The Ebers-Moll equivalent circuit diagram of the npn BJT operating in saturation
mode.

Since both of the junctions are conducting in the forward mode, the currents IF and IR can
be expressed as

VEsat

IF=IES e VT

(12.27)
BC sat

IR=ICSe

In this case, the emitter and the collector currents are found as follows.

IEXsat = Ip- aR IR

(12.28)
IC,sat = aF IF - IR

I IE
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VEaL VBat' (12.29)

ICsat-aFIESe VT -Icse VT

For a simple analysis of the bipolar transistor operating in saturation, we can assume the
voltages across both forward-biased junctions to be constant. Since the collector-emitter
voltage VCE of the bipolar transistor appears as the output voltage in most digital circuit
configurations, we also have to determine the exact value of VCE in the saturation mode.
Writing the simple voltage loop equation around the three terminals of the bipolar
transistor, we obtain

VCE, sat VBE,sat - VBC,sat (12.30)

Combining the current equations (12.28) and (12.29) yields

E sat -aR Csat = ES e T (1 -a a R) (12.31)

which allows us to express the base-emitter voltage in the saturation mode in terms of the
collector and emitter currents, as follows.

VBE sat = VT n Esat a C,sat

I, ES (1-aF aR))

(IB sat + IC sat (1-aR (12.32)
= VTlf'

IEO)

Similarly, the following current equation can be used to express the base-collector
voltage in the saturation mode in terms of the collector and emitter currents.

VBC, sat

ICsat aFIE,sat ICSe VT (1-aFaR) (12.33)
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= VT Fl_' (
(12.34)

Finally, the collector-emitter voltage of the BJT in saturation can be found using (12.30),
(12.32), and (12.34).

1 ,,t 1-aR

VCE, sat = VT ln aR I Bsat) aRr C, sat) l-aF (12.35)
'B,sat) aF 

Here, the ratioof the saturation collector current IC sat and the saturation base current 'B,sat
is called the saturation /3, orforced 3.

(IC,sa = fist<O (12.36) 
'B, sat)

Note that the value of f3sat is not a constant for a transistor operating in saturation, and that
it changes with the particular operating point.

With aF = 0.99, a = 0.66, and (ICsat"B sat) = 10, the value of the collector-emitter
voltage in saturation can be found by using (12.35) as VCE sat = 55 mV. We must
emphasize that the VCE sat value calculated with (12.35) is the intrinsic saturation voltage,
which does not take into account the additional voltage drops across the emitter and
collector bulk resistances. The actual value of VCE sat measured between the collector and
emitter terminals is therefore larger, typically around 200 mV.

BJT Inverter Circuit: Static Characteristics

Now that we have introduced the basic current-voltage model for the bipolar junction
transistor, we can embark on analyzing the simplest bipolar digital circuit, the resistive-
load inverter. The circuit diagram of the resistive-load BJT inverter circuit is shown in
Fig. 12.12. The circuit consists of one npn bipolar transistor, which has a resistor RC
connected between its collector terminal and the power supply voltage source VCC, and
another resistor RB between its base terminal and the input node.
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Figure 12.12. The resistive-load BJT inverter circuit.

Assuming that the inverter is not loaded by another similar BJT inverter, i.e.,
assuming that the output current out is equal to zero, we can calculate the output voltage

V as a function of the collector current IC,

V0Ut' VC - RC IC (12.37)

In the following, we will examine the voltage transfer characteristic of the BJT
inverter circuit, and highlight its main features.

if the input voltage V, is smaller than the base-emitter junction turn-on voltage
(VBE'turfll), the transistor is in the cut-off mode. Hence, the collector current will be
approximately equal to zero, and the logic-high output voltage VoH will be equal to the
power supply voltage VCC, according to (12.37). Note that the logic-high output voltage
level will change if there is a non-zero output current flowing through the output node,
i.e., if the inverter is loaded by another stage in cascade.

Once the applied input voltage is increased above VcEtun a the transistor enters the
forward active mode and starts conducting a positive collector current. The output
voltage, therefore, starts to decrease after this point. Thus, for a first-order approxima-
tion, we can assume that the voltage hIL is defined as the input voltage at which the
transistor enters the forward active operation mode.

As the input voltage is further increased, the output voltage continues to decrease,
until the transistor enters the saturation region. At this point, the collector-emitter voltage
of the transistor, which is also equal to the output voltage of the inverter, assumes a
relatively small and constant value, corresponding to the logic-low output voltage level
Of VOL. The typical static voltage transfer characteristic of the BJT inverter circuit is
illustrated in Fig. 12.13, showing the significant voltage points and the corresponding
operating modes of the transistor.



CHAPTER 12

VOH

VOL

Vout

VIL VIH
V.n

Figure 12.13. Typical input-output voltage transfer characteristic of the resistive-load BJT
inverter circuit.

The values of the three important voltage points on the VTC are summarized below, based
on the simple discussion outlined in the preceding paragraphs.

VOH = VCC (no output load)

VOL = VCEsat
(12.38)

VIL = VBEturn-on

To calculate the value of the fourth voltage point (VIH) on the VTC, we have to determine
the input voltage value at which the transistor enters the saturation mode. Notice. that the
input voltage Vin can be expressed as

Vin = VBE + RB IB (12.39)

The collector current of the transistor at the edge of saturation mode is found as follows.

Ic (edge of saturation) = VCC - VCEsat
RC (12.40)

Note that, since at this point the transistor is also operating at the edge of the forward
active mode, by definition, the collector current is still proportional to the base current.

Ic (edge of saturation) = OF IB (edge of saturation)
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Using (12.39), the voltage VIH can be expressed as follows.

VIH = VBE, sat + RB B (edge of saturation)

i VIH = VBEsat + B _(VCC VCE, sat)
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(12.43)

The simple VTC analysis above has been carried out by assuming that the inverter
under consideration has no output load; therefore, out = 0. If we assume more realistic
conditions where one inverter is driving one or more inverters in cascade, however, the
logic-high output voltage level will decrease to a lower value, since subsequent logic
stages draw a non-zero output current from the inverter.

12.3. Dynamic Behavior of BJTs

To examine the dynamic behavior of bipolar junction transistors under transient terminal
voltage conditions, we have to use a simple, universal model that describes the current-
voltage relationships of the transistor regardless of the particular operating mode. For this
reason, the charge-control model of the BIT is introduced in the following.

Charge-Control Model

The minority carrier concentrations in the emitter, base, and collector regions of an npn-
type BJT operating in forward active mode are shown in Fig. 12.14. Here, Peo, nibo and
p,0 represent the minority carrier concentrations at equilibrium, andPe(x), nb(x), andp,(x)
represent the actual concentration profiles with applied bias. Since the operation of the
BJT primarily depends on minority carrier transport through the base region, we will
consider this region first.

Emitter (n+) i 4 iBase p

1ttEtt nb(u

...i .......1 

... .......' 

rEEiiiii 

Peo ::::: 

0 11 - x
0 -I. X

... l::::: ...:::::: Collector (n)

1ii~i4 12EEEEEPCOE

nbo ' :1:::''

\b ~ . ,.i

W

Figure 12.14. Minority carrier concentrations in the emitter, base, and collector of an npn-type
BJT operating in forward active mode.
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The equilibrium electron concentration in the base is given as

CHAPTER 12 ni 2

nbo =NA (base) (12.44) 

With applied bias, the excess minority carrier concentration in the base region is
described by

nb = nb (x)-nbo (12.45)

Note that the boundary condition for the excess electron concentration at the base-emitter
junction is

(12.46) Inb'(X =0)=nbOe VT -j

In forward active operation mode, the collector current IC is related to the excess minority
carrier concentration as follows.

Ic=qA D db (X) qADb nb(x ) (12.47)dx W 147

Ic-qAD b- eVT .ii(12.48)
W)

where A represents the cross-sectional area of the junction, and Db is the base diffusion
constant. Let us now define the excess minority carrier charge in the base region, QF

(12.49)

Comparing (12.49) with (12.47), we see that the excess minority carrier charge can also
be written in terms of the collector current.

w2

QF =TF IC where F =- (12.50)2 Db
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Here, the parameter rF is called the mean forward transit time of electrons in the base. 511
Thus, we obtain a very simple equation for the collector current, as follows.
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'C = (12.51)

Similarly, the base current in forward active mode can also be expressed in terms of the
excess minority carrier charge QF

IB = C QF = QF where TBF = TFOF (12.52)
O3F T'F/OF TrBF

Here, TBF represents the time constant which combines the effects of base recombination
and carrier injection into the emitter. Thus, QFmay be viewed as an independent variable
which controls the terminal currents of the BJT.

For transient analysis, we have to express the instantaneous current values in terms
of the excess minority carrier charge. Note that any time-dependent variation of the base
minority carrier charge must be attributed to the instantaneous base current, which
actually supplies the carriers responsible for charge variation. For this reason, an
additional derivative term is used in the base current expression. The emitter current is
simply obtained from i and iB' by using Kirchhoffs current law.

QF(t)
TF

B (t)= QF(t) + dQF(t)

TBF dt
(12.53)

(t)= QF(t) + QF(t) + dQF(t)

TF TBF dt

The analysis until this point considered only the forward active mode operation. Using
simple analogy, we can define the excess minority carrier charge in the base for reverse
active mode as

VBC A

Q qAWnb'(X=W) qAWnbjevT1j (12.54)

2 2



512 Also, we define the reverse transit time for minority carriers in the base as follows.
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TBR =PR TR where =R (12.55)

I-aR(1.5

Now, we can devise a set of current equations which describe the terminal currents of the
BJT operating in the reverse active mode.

iE, reverse (t) = R

iB, reverse (t QR(t) + dQR(t)1 B rvere ()- BR dt
(12.56)

iC,reverse (t) QR QR dt)
TrR TBR dt

Figure 12.15 shows the minority carrier charge distribution in the base region for forward
active and for reverse active modes. In general, the forward active mode base charge QF
is much larger than the reverse active mode charge QR. Also note that the reverse-mode
excess minority carrier charge reaches its maximum value at the base-collector junction,
as expected.

E (n+) B (p)

lb (W)
QF

.-...............I. .R .

C (n)

0 W

Figure 12.15. Minority carrier charge distribution in the base region for forward active and for
reverse active modes.



The charge-controlled current equations derived for the forward active mode and for
the reverse active mode can now be combined into one unified set of model equations that
is applicable for all possible cases. Note that the time-dependent variation of the depletion
region charges (Qic and QJE) at both junctions are also included in the equations below,
to complete the picture.

iCt=QF(t)

TF

forward

- QR (t) 1 + 1 ) dQR(t)
TR TBR dt

reverse
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_ dQjc(t)

dt

depletion charge

B (t)= QF(t) + dQF(t)

TBF dt
forward

+ QR(t) + dQR(t) +

TBR dt
reverse

_ QR (t) +

VR

reverse

dQjc(t) + dQjE(t)

dt dt

depletion charge

dQjE (t)

dt
d ion 

depletion charge

If the transistor is operating in the saturation mode, the total excess minority carrier
charge in the base region is the superposition of the forward and reverse mode base
charges QF and QR' since both junctions are forward-biased and inject carriers into the
base region. Because the voltages across the two junctions are nearly constant in
saturation, the depletion charge variation terms are usually negligible. Thus, the collector
current and the base current of a BJT operating in saturation mode can be expressed as

T I 1 dR
-r QR 1\ R BR )U t

(12.58)
i =QF + QR d(Q +QR)

TBF TrBR dt

The total base region excess minority charge Qbase is equal to the sum of the forward mode
and the reverse mode excess minority charges. This sum can also be expressed as the sum
of two charges, QA and QS as follows (Fig. 12.16).

(12.59)Qbase = QF + QR = QA + QS

(12.57)

iE ( = QF )+ 1 + 1 )+dQF(t)
TF BF) dt

forward



where the new charge components are defined as

QA - TF C,edgeof saturation

and

QS = ' IB,overdrive

Note that QA represents the amount of base charge which is required to bring the transistor
to the edge of saturation, according to (12.60). The charge component Qs represents the
overdrive base charge that drives the BJT into saturation, with

IB, overdrive = B, saturation - IB, edge of saturation (12.62)

E (n+)

0

B (p)

Total charge
Base = F + R

QA \

QS

C (n)

w

Figure 12.16. Total excess minority carrier charge in the base region of a BJT operating in
saturation.

Now, the base current in the saturation mode can be expressed using only one time
constant, i.e., the saturation time constant s

IC, edge of saturation Qs dQS
iB(t)- ' F +-

tsF TS dt
(12.63)

where rs is expressed by

I= aF (TF +R TR)
1-aF aR (12.64)

The saturation time constant Ts, which characterizes the recombination process for the
overdrive base charge, is typically much larger than the forward transit time rF. This

(12.60)

(12.61)
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causes a significant switching delay for the bipolar transistor if it is already operating in 515
saturation mode, i.e., if there is a non-zero overdrive base charge present in the base
region. The charge-controlled current equations derived in this section can now be BiCMOS
applied to transient analysis of bipolar logic circuits. Logic Circuits

BJT Inverter Delay Times

Consider the resistive-load BJT inverter circuit with no output load shown in Fig. 12.17,
which is driven with an ideal pulse voltage waveform applied to the input terminal. The
output voltage waveform is expected to follow the low-to-high and the high-to-low
transitions of the input voltage, with certain time delay. Typical input and output voltage
waveforms associated with the inverter are plotted in Fig. 12.18, and the relevant delays
are identified on the time axis.
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Figure 12.17. BJT inverter with ideal pulse voltage waveform applied to the input.

When the input voltage switches from low to high, the transistor is initially in cut-
off. After the switching of the input voltage, the transistor remains in cut-off mode, and
the output voltage remains at its logic-high level for a time period of T,, during which the
base-emitter and the base-collector junction capacitances are charged up by the base
current, so that the BJT can subsequently operate in forward active mode.

Once the transistor enters forward active operation mode, a positive collector current
starts to flow through the collector resistor, and the output voltage falls accordingly. The
time delay r2 is primarily due to junction capacitance effects, and also due to the time
required for minority carrier charge buildup in the base region. By the time the excess
minority carrier charge in the base becomes sufficiently large, the BJT goes into
saturation, and the output voltage stabilizes at the logic-low value of VOL = VCEsaI'

The BJT will remain in saturation as long as the input voltage is equal to OH' When
the input voltage falls from high to low, the transistor cannot leave the saturation mode
immediately. A certain saturation recovery time delay ( 3) is required for the removal of
the overdrive base charge, through the base current. Only after the saturation charge (Q5)
is removed from the base region can the transistor enter the forward active mode again.
Once in forward active mode, the collector current of the BJT starts to decrease, causing
the output voltage to rise from logic-low to logic-high voltage level. After a time delay
of 4, the output voltage stabilizes again at V., = VOH
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VOH
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t
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Figure 12.18. Typical input and output voltage waveforms of the BJT inverter during transient
operation.

Note that the delay times examined here are primarily due to finite carrier transit
times and internal junction capacitances of the BJT. These delay times can therefore be
called intrinsic delays of the transistor. If the BJT inverter is driving a capacitive load,
on the other hand, the time required to charge and discharge the external load capacitance
must also be taken into consideration. Assuming that the output load capacitance is
connected to the collector node, it will appear in'parallel with the collector junction
capacitance in (12.57), thereby increasing all delay times except the saturation recovery
delay time 3.

12.4. Basic BICMOS Circuits: Static Behavior

The obvious advantages of using npn-type bipolar transistors jointly with MOS devices
in various digital circuit structures were briefly outlined in Section 12.1. Having
examined the operation of the bipolar transistor in detail in the preceding sections, we can
now consider static and dynamic operating characteristics of the basic BiCMOS logic
circuits.

Consider the simple BiCMOS inverter circuit shown in Fig. 12.19, which consists
of two MOS transistors and two' npn-type bipolar transistors which drive a large output
capacitance Clod. The operation concept of this circuit can be very briefly summarized
as follows.
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Figure 12.19. Simple BiCMOS inverter circuit with resistive base pull-down.

The complementary pMOS and nMOS transistors MP and MN supply base currents
to the bipolar transistors and thus act as "trigger" devices for the bipolar output stage. The
bipolar transistor Q 1 can effectively pull up the output voltage in the presence of a large
output capacitance, whereas Q2 pulls down the output voltage, similar to the well-known
totem pole configuration. Depending on the logic level of the input voltage, either MN
or MP can be turned on in steady state, therefore assuring a fully complementary push-
pull operation mode for the two bipolar transistors. In this very simplistic configuration,
two resistors are used to remove the base charge of the bipolar transistors when they are
in cut-off mode.

In general, the superiority of the BiCMOS gate lies in the high current drive
capability of the bipolar output transistors, the zero static power dissipation, and the high
input impedance provided by the MOSFET configuration. To reduce the turn-off times
of the bipolar transistors during switching, two minimum-size nMOS transistors (MB 1
and MB2) are usually added to provide the necessary base discharge path, instead of the
two resistors. The resulting six-transistor inverter circuit, shown in Fig.,12.20, is the most
widely used conventional BiCMOS inverter configuration.

The typical input-output voltage transfer characteristic of a BiCMOS inverter circuit
is shown in Fig. 12.21. When the input voltage is very close to zero, the nMOS transistors
MN and MB 1 are off, whereas the pMOS transistor MP and thus the nMOS transistor
MB2 are on. Since the base voltage of Q2 is equal to zero, the bipolar output pull-down
transistor is in cut-off mode. Consequently, both of the bipolar transistors Q1 and Q2 are
not able to conduct any current at this point. Notice that the pMOS transistor MP is
operating in the linear region, butits drain-to-source voltage is equal to zero because no
base current is flowing through Q1.
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Figure 12.20. Conventional BiCMOS inverter circuit with active base pull-down.
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Figure 12.21. Typical voltage transfer characteristic of the BiCMOS inverter circuit.
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When the input voltage is increased beyond (VTn + VBE 2), the nMOS transistor MN
starts to conduct a non-zero base current for Q2. Thus, the bipolar transistors Q1 and Q2
enter the forward active region. The base-emitterjunction voltages of both transistors rise
very sharply and cause the observed step-down in the DC voltage transfer characteristic.
The second step-down in the VTC occurs when the pMOS transistor is turned off, and
both bipolar transistors are abruptly driven into cut-off mode. For higher input voltage
levels, the drain-to-source voltage of MN is equal to zero and no base current can be
supplied to Q2.

The logic threshold voltage of the BiCMOS inverter circuit can be adjusted by
modifying the aspect ratio between the pMOS and nMOS transistors, MN and MP.

12.5. Switching Delay In BICMOS Logic Circuits

As we already mentioned in the preceding sections, the large current-driving capability
of the BiCMOS inverter is one of its most significant advantages over the conventional
CMOS buffer circuits for driving large capacitive loads. Figure 12.22 shows the
simulated transient output voltage waveforms of a conventional CMOS buffer circuit and
a BiCMOS buffer circuit, both of which occupy the same amount of silicon area, and drive
the same capacitive load of 5 pF. It can be seen that the BiCMOS buffer can pull up the
output voltage in about one-fourth of the time required for the CMOS inverter to pull up
the output.
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Figure 12.22. Simulated output voltage waveforms of a conventional CMOS inverter and a
BiCMOS inverter, both driving a capacitive load of 5 pF. Note that both circuits also occupy
approximately the same amount of silicon area.
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It should be emphasized that the speed advantage of BiCMOS circuits becomes more
pronounced for larger capacitive loads. In fact, for driving small load capacitances, the
conventional CMOS inverter still provides a better and more viable option than the
BiCMOS buffer (Fig. 12.23). The reason for this is that the parasitic junction capaci-
tances associated with the bipolar transistors tend to cancel out any speed improvement
to be gained by using a BiCMOS buffer when driving a small capacitive load. For larger
capacitive loads, the influence of internal device parasitics becomes negligible, and the
current-driving advantage of BiCMOS starts to dominate.
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Figure 12.23. Delay versus load capacitance for conventional CMOS and BiCMOS buffers.
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Figure 12.24. Power-delay products of BiCMOS, CMOS, and conventional bipolar logic fami-
lies, using 2-pm technology.
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- Since the typical BiCMOS logic gate does not dissipate any significant amount of
static power during steady-state operation, it also enjoys a substantial advantage in terms
of power consumption over the conventional bipolar logic circuit families, e.g. TTL or
ECL. Figure 12.24 shows that the BiCMOS logic family has about the same power-delay
product as the conventional CMOS, but the gate delay is much smaller. Compared with
fully bipolar alternatives, the power dissipation of the BiCMOS is at least one order of
magnitude smaller for the same time delay.

In the following, we will examine in detail the transient behavior of the BiCMOS
inverter circuit. Consider first the output pull-up transient response, which starts with the
input voltage abruptly falling from VOH to VOL at t = 0. The initial condition of the output
node voltage is assumed to be VO, = VOH. The inverter circuit during this switching event
is depicted in Fig. 12.25, where the active (conducting) devices are highlighted.

vcc
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Figure 12.25. BiCMOS inverter during transient output pull-up event. The active devices in the
circuit are highlighted (darker).

As the input voltage drops, the pMOS transistor MP is turned on and starts operating
in the saturation region. The nMOS transistors MN and MB 1 are turned off; thus, the
lower "pull-down" part of the inverter circuit can be ignored except for the corresponding
parasitic capacitances of the nMOS transistors and the bipolar transistor Q2. The base
pull-down transistor MB2 is turned on, which effectively drains the excess base minority
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carrier charge of Q2 and assures that Q2 remains in cut-off mode. At the same time, MP
is supplying the base current of Q1, which starts to charge up Cload with its emitter
current. Here, Clfoad is the combined output capacitance consisting of the external load
and the parasitic capacitances of Q1. The pull-up circuit, which is responsible for
charging up the output load capacitance during the pull-up transient event, can be
represented by the equivalent circuit shown in Fig. 12.26.

Vcc

'D,p

Vcc

Vout

i load

Figure 12.26. Equivalent circuit used for the pull-up delay analysis.

It is obvious that both the pMOS transistor MP and the bipolar transistor Q1 will
switch operating modes more than once during the pull-up transient event. To simplify
the delay analysis, the output pull-up time period can be partitioned into three time
segments depending on the operating modes of the transistors. Figure 12.27 shows the
typical output voltage waveform during the pull-up event, and the three time segments
(T1, T2, andr 3).

The three time segments are defined according to the operating modes of the
transistors, as follows:

* During r1, the base-emitter voltage of Q1 increases from its initial value to
VBEturlon The bipolar transistor is in cut-off during this time segment, and
the pMOS transistor operates in the saturation region.

* During 2, the bipolar transistor starts conducting a non-zero current in the
forward active mode, and the pMOS transistor MP operates in saturation.

* During T3, the pMOS operates in the linear region, and the bipolar transistor
continues to operate in the forward active mode.
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Figure 12.27. Output voltage waveform during the pull-up transient event, and the partitioning
of the pull-up delay time into three segments.

The differential equation describing the base-emitter voltage variation of the bipolar
transistor during Tr is as follows:

(12.65)

At the beginning of the time segment T2, the bipolar transistor Q 1 enters the forward active
mode while the pMOS is operating in saturation. The combined output capacitance Cload
begins to charge up due to the emitter current. The differential equations describing the
time dependence of the output and the base voltages are given in the following.

(12.66)

(12.67)

Note that high-level injection phenomena were found to be dominant in bipolar transis-
tors during the time segments r2 and r3. The dependence of the current gain factor upon
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524 the collector current under high-level injection conditions is described by the Gummel-
Poon model as
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OF 

1+ c (12.68)

where Ik is called the knee current. Hence, the relationship between the forward transit
time and the collector current can be described by

TF = TFO (1+ Lk (12.69)

The time-dependent variation of the output voltage during r2 can thus be found accurately
by combining (12.66) and (12.67) with the modified charge-control model equations
given in (12.57). Finally, the time segment T3 is calculated by replacing the saturation
current with the linear region current expression for the pMOS transistor in (12.67).

Now consider the output pull-down transient response, which starts with the input
voltage abruptly rising from VOL to VOH at t = 0. The initial condition of the output node
voltage is assumed to be V0 , = VOL. The inverter circuit during this switching event is
depicted in Fig. 12.28, where the active (conducting) devices are highlighted.

As the input voltage rises, the pMOS transistor MP is turned off and the nMOS
transistors MN and MB 1 are turned on. The bipolar pull-up transistor Q 1 immediately
ceases to conduct because its base current drops to zero, and MB 1 starts to remove the
excess minority carrier base charge of Q 1. The nMOS transistor MN operates initially in
the saturation region and supplies the base current of the bipolar pull-down transistor Q2.
Note that the base pull-down transistor MB2 will continue to conduct during the initial
phase of this transition, because MB 1 cannot pull down the base node of Q immediately
after the input pulse arrives.

The pull-down circuit which is responsible for discharging the output capacitance
during the pull-down transient event can be represented by the equivalent circuit shown
in Fig. 12.29. The calculation of the pull-down delay time is analogous to the calculation
of the pull-up delay, which is outlined above.

12.6. BICMOS Applications

The basic BiCMOS inverter structure, which is studied extensively in Sections 12.4 and
12.5, can be used as the starting point to construct complex logic gates, simply by
replacing the pMOS and nMOS base driver transistors MP and MN of the basic inverter
circuit with complementary pMOS and nMOS logic blocks.
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Figure 12.28. BiCMOS inverter during a transient output pull-down event. The active devices in
the circuit are highlighted (darker).
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Figure 12.30 shows the circuit diagram of a BiCMOS NOR2 gate. Here, the base of
the bipolar pull-up transistor Q1 is being driven by two series-connected pMOS
transistors. Therefore, the pull-up device can be turned on only if both of the inputs are
logic-low.

VCC

VA -

VB - -1

MB2}K

VCC

VcI
.7I

+ Cload

02 l

,out

Figure 12.30. Circuit diagram of the BiCMOS NOR2 gate.

The base of the bipolar pull-down transistor Q2 is driven by two parallel-connected
nMOS transistors. Therefore, the pull-down device can be turned on if either one or both
of the inputs are logic-high. Also, the base charge of the pull-up device is removed by
two minimum-size nMOS transistors connected in parallel between the base node and the
ground. Notice that only one nMOS transistor, MB2, is being used for removing the base

charge of Q2, when both inputs are logic-low.
Figure 12.31 shows the circuit diagram of a BiCMOS NAND2 gate. In this case, the

base of the bipolar pull-up transistor Q I is being driven by two parallel-connected pMOS
transistors. Hence, the pull-up device is turned on when either one or both of the inputs
are logic-low. The bipolar pull-down transistor Q2, on the other hand, is driven by two
series-connected nMOS transistors between the output node and the base. Therefore, the
pull-down device can be turned on only if both of the inputs are logic-high. For the
removal of the base charges of Q1 during turn-off, two series-connected nMOS transis-
tors are used, whereas only one nMOS transistor is utilized for removing the base charge
of Q2.

H H

t .

K -

A\

i _



Figure 12.31. Circuit diagram of the BiCMOS NAND2 gate.

The complex logic gate concept developed in Chapter 7 for nMOS and CMOS
circuits can also be implemented in BiCMOS circuits with minimal hardware overhead,
as illustrated in Fig. 12.32. Note that in this example, the base pull-down of the bipolar
transistor Q2 is provided by a simple resistor, instead of an active base pull-down device
used in the previous examples.

Finally, consider the following BiCMOS implementation in a high-performance bit-
line read circuitry for memory arrays. It was shown in Chapter 10 that high-speed column
sense-amplifier circuits are crucial for reducing the data access times in large memory
arrays. Since the basic operations required from the column sense amplifier are to detect
a small voltage difference between the two column (bit-line) voltages and to drive the
data output during the read cycle, the well-known bipolar differential-pair (common
emitter amplifier) circuit appears to be a good alternative.

The circuit diagram of a typical column pair in a memory array with the attached
BiCMOS sense amplifier is shown in Fig. 12.33. During the data read cycle, the bit-line
differential voltage appears between the respective base terminals of the bipolar differ-
ential pair. Collector current flows in the bipolar device that has the higher base current.
Each bipolar device in the differential pair arrangement has its collector terminal
connected to one of the local data lines.
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Figure 12.32. Circuit diagram of a BiCMOS complex logic gate.

Note that although each column pair in the memory array has its own differential-pair
amplifier, current can flow only in the sense amplifier of the selected column. The current
source of the bipolar differential pair is provided by an nMOS device, which is controlled
by the column select signal. Also, the column pull-up operation is usually provided by
bipolar transistors in this BiCMOS memory array.

The application areas for BiCMOS circuit techniques have grown steadily. How-
ever, the industry has also experienced that careful process technology development is
required to achieve high-performance bipolar transistors. In this section, we provided
some circuit examples in order to illustrate the circuit design possibilities and the
performance advantages of the BiCMOS. Interested readers are referred to the growing
literature on BiCMOS applications for a more comprehensive treatment of this subject.
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Figure 12.33. BiCMOS column sense amplifier for high-speed memory array.
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Exercise Problems

12.1 A BJT transistor has aF = 0.99 and aR = 0.2. Calculate the collector junction
reverse saturation current when its emitter junction reverse saturation current is
10-14 A. Determine the area of the collector junction compared to the area of the
emitter junction.

12.2 A circuit for generating a reference voltage VR is shown below. Find the value of
VR by assuming that the voltage drop across each diode and base-emitter junction
in Q1 is 0.7 V.

07 Q

.98 k Q-

Figure P12.2



12.3 Derive the expression for rS in equation (12.64) in the text. 531

BiCMOS
12.4 For the BJT inverter circuit in Figure 12.12 with the followi; g parameters: Logic Circuits

VCC = 5 V
RB= 10kQ
RC= 1 kC

OF= 100

BE (on)
VBE (sat) 0. 8 V
YCE (sat) 0 1 V

Calculate VIL, VIHI and noise margins NML, NMH.

12.5 Derive equation (12.65) for the equivalent circuit in Figure 12.26.

12.6 Consider a logic gate for the Boolean function Z = ABCDE + FGH.

(a) Design a BiCMOS circuit to implement the Boolean function Z.
(b) Design a domino CMOS circuit to implement the Boolean function Z.
(c) Compare the pros and cons of the BiCMOS over the domino

CMOS implementation.

12.7 For the bipolar transistor shown in Fig. P12.7, use the following parameters and
neglect any junction capacitances.

'ES = 10-1 6 A
Ics = 2x10-16 A
aF = 0.9 8

aR = 0.49
TF= 0.2 ns
TR= 2 0ns

(a) Use the Ebers-Moll equations to find B' 'E' and IC before and (long) after
the transition.

(b) Use the simplified charge-control equations to sketch VB as a function of
time. Include values for all important voltages and time intervals on the
graph.
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5V-]-2 V
Figure P12.7

12.8 Compare the basic BiCMOS inverter and the basic BiNMOS inverter.
Specifically, address voltage swing and propagation delay.

12.9 Use the following parameters for your calculations, assuming the emitter
junction is an abrupt junction and the collector junction is a gradual junction:

VBE (on) = 0.7 V
VBE(sat) = 0.8 V
VCE (sat) = 0.1 V
TF= 0.2 ns
TBF = 15 ns
s= 20 ns

C1e0 = 0.5 pF
Cico = 025 pF

= 0.9 V
= 0.7 V

(emitter junction capacitance at zero bias)
(collector junction capacitance at zero bias)

(a) For the bipolar inverter shown in Fig. P12.9(a), calculate the DC transfer
characteristics (i.e., VOH, VOL, VIH, VIL' NMH, NML). Repeat for the circuit
shown in Fig. P12.9(b).

(b) For the circuit shown in Fig. P 12.9(a), use hand calculations to solve for tpLH

and tpHL.

Repeat for the circuit shown in Fig. P 12.9(b). Describe how the pull-down
resistor at the base affects propagation delay.

(c) Compare your calculations for both circuits with SPICE results.
Note: Run SPICE to simulate both DC and transient responses.

(d) For the circuit shown in Fig. P12.9(a), let RC = 0. Calculate the size of the
speed-up capacitor to be placed in parallel with R to minimize the
propagation delay (neglect charge due to junction capacitance). Repeat for
the circuit shown in Fig. P12.9(b).
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12.10 Calculate the tpLH and tpHL values for the BiCMOS gate shown in Figure
12.20. Assume that charging of the MOSFET's parasitic capacitances can be
neglected. Use the following parameters for MOSFETs and BJTs. Ignore the bias
dependencies of the capacitances. Explain any simplifying assumptions that you
make.

V = 5 V
VBE(ofl) =0.7 V
Vu=0.8V
k', = 200 PtA/V2

k' = 100 ,uA/V2

OF = 100
Cie = 20 fF
C. = 22 fF
CL=0.5pF
(W/L) = 6
(W/L) = 3
rc = 75 Q
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CHAPTER 13

CH[P INPUT AND OUTPUT
(I/O) CIRCUITS

13.1. Introduction

The input/output (VO) circuits, clock generation, and distribution circuits are essential
to VLSI chip design. The design quality of these circuits is a critical factor that
determines the reliability, signal integrity, and interchip communication speed of the
chip in a systems environment. If the package is considered a protection layer of the
silicon chip, then the IO frame containing input and output circuits and clock circuits can
be considered a second protection layer. Any external hazards such as electrostatic
discharge (ESD) and noises should be filtered out before propagating to the internal
circuits for their protection. Also, some chips have to communicate with Transistor-
Transistor Logic (TTL) or Emitter-Coupled Logic (ECL) bipolar chips, and in such
cases, the input or output circuit must provide proper level shifting so that the transmitted
signal contents can be correctly received or sent by the CMOS chip.

Most VLSI chips receive clock signals from a common clock source and then in turn
must generate internal clock signals. Although the ideal location of such a clock module
is the center of the chip, in most cases the clock module is placed in the IVO frame due
to wire-bonding constraints. However, some recent chips which use bare flip-chip
bonding onto printed circuit boards (PCBs) or multichip modules (MCMs) have their
clock circuits placed in the center for on-chip distribution of clock signals to various
locations with less skew. In this chapter, we discuss the design of electrostatic discharge
damage-protection circuits, input circuits, on-chip clock generation and distribution,



output circuits, on-chip noise due to parasitic inductance in bonding wires of output pads, 535
super buffer circuit design, and the latch-up phenomenon in the I/O frame due to parasitic
bipolar transistors in CMOS chips and its prevention method. Chip Input

and Output
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13.2. ESD Protection

Electrostatic discharge is one of the most prevalent causes for chip failures in both chip
manufacturing and field operation. ESD can occur when the charges stored in machines
or the human body are discharged to the chip on contact or by static induction. Figure 13.1
shows different models for ESD testing, namely the human body model (HBM), the
machine model (MM), and the charged device model (CDM).

1 Ma

Vead

(a) (b)

Charging
Supply

(c)

Figure 13.1. (a) Humanbody model, (b) machine model, and (c) charged device model, for ESD
testing.

A human walking across synthetic carpet in 80% relative humidity can potentially
induce 1.5 kV of static voltage stress. In the HBM.MIL-STD-883C, Method 3015,1988)
shown in Fig. 13.1(a), a touch of a charged person's finger is simulated by discharging
a 100-pF capacitor through a 1.5-kQ resistor. It is important that some protection
network be designed into the I/O circuits of the chip so that the ESD effect can be filtered
out before its propagation to the internal logic circuit. Effective protection networks can
withstand as high as 8-kV HBM ESD stress.

In addition to human handling, contact with other machines can also cause ESD
stress. Since body resistance is absent, the stress can be more severe with higher current
levels. The schematic diagram of the machine model is shown in Fig. 13.1(b).

The third model is the charged device model shown in Fig. 13.1(c). It is intended to
model the discharge of the packaged integrated circuits. The charge can be accumulated
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either during the chip assembly process or in the shipping tubes. The CDM ESD testers
electrically charge the device under test (DUT) and then discharge it to ground, thus
probing the high short-duration current pulse to DUT.

Simplified lumped-circuit element models of both HBM and MM ESD testers are
shown in Fig. 13.2 along with corresponding parameter values.

CS

Rs
V

Component HBM I MM
Cc (pF) 100 200
RS(0) 1500 25
Ls(pH) 5 2.5
Cs(pF) 1 0
Ct(pF) 10 10

(a) (b)

Figure 13.2. (a) Simplified lumped-element model of HBM-ESD and MM-ESD testers. (b)
Model parameter values.

The protection network (PN) usually consists of a diffused resistor-diode structure
as shown in Fig. 13.3 along with its equivalent circuit model. The input resistance is
normally between 1 and 3 kQ. This resistance in conjunction with the capacitances in
diffusion, diodes, and gate capacitance in input transistors integrates and clamps the
voltage to a safe level. The RC time constant, however, should be small enough not to
increase the circuit delay significantly.

In essence, the diodes clamp the signal level within a certain voltage range, in order
to minimize the impact of ESD.

-0.7 V<VA <VDD+.7 V (13.1)

to circuitry
on die

Figure 13.3. ESD protection network example.

-;>o



This practice is adopted to meet the industry standard (JEDEC Standard No. 7) which is
intended to avoid user-related damage to the chips. In order not to permanently, damage
the diode structure, the current through the diode should be limited to less than several
tens of milliamperes. Past attempts to use polysilicon series resistors failed due to
dielectric breakdown under high electric fields. The use of additional thick-oxide nMOS
transistors as shown in Fig. 13.4 has proven to be very effective and yielded protection
in excess of 3 kV in the HBM-ESD test. In this circuit, MI is a thick-oxide punch-through
device, M2 is a thick-oxide nMOS transistor, and M3 is a thin-oxide nMOS transistor
operating in saturation mode. For positive input transients, Ml and M2 have threshold
values of 20 to 30 V.

VDD

to gate

Figure 13.4. Protection network with thick-oxide transistor.

Figure 13.5 shows typical ESD failure modes caused by ESD-induced heat dissipa-
tion in an nMOS transistor along with a scanning electron microscopy (SEM) photograph
of a failed nMOS transistor. Similar protection circuits can be used for the output circuit,
although large driver transistors have intrinsic protection capability through diffusion
and substrate or tub structures.

Polysillcon Melt Filament

Drain
__ _ P l0G t

(a)

Metal Contact
Source ,
en/ '

Figure 13.5. (a) Typical ESD failure modes.
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(b)

Figure 13.5. (b) SEM photograph of a failed nMOS transistor (from Reference 7).

13.3. Input Circuits

A simple input circuit consisting of a transmission gate activated by an enable (E) signal
and its complement is shown in Fig. 13.6.

(a)

x

(b)

Figure 13.6. (a) Input series transmission gate circuit and (b) its symbolic representation.

The incoming signal A is fed into the transmission gate through the protection network
(PN) from the bonding pad of the chip. The enable signal is generated on-chip and
controls the gating of the input signal as



* X=A, whenE=0
* X = high-impedance state, otherwise

Any unused chip input terminals should be tied to VDD or Vss using pull-up or pull-down
resistors externally. Some input pad circuit modules have a built-in internal pull-up or
pull-down resistor or active load (normally-on transistor) with a resistance of 200 kQ to
1 M.

VDD

A PN X

(a)

A x

X=A

(b)

Figure 13.7. Inverting input circuit with (a) protection network, and (b) symbolic view.

Figure 13.7 shows an inverting input circuit consisting of the protection network and
a CMOS inverter Typical values for VIL and VIH are 0.3VDD and 0.7 VDD, respectively for
about 30% noise margins.

This basic input circuit can be designed to receive TTL signals for CMOS logic
circuits by adjusting the ratio of the channel widths in pMOS and nMOS transistors in the
inverter. Figure 13.8 shows the principle of level shifting from TTL to CMOS logic. In
TTL, the worst-case output signal levels are

. VOL= 0.8 V
. VOH=2.0V

Therefore, input voltages less than or equal to 0.8 V should be interpreted low and input
voltages greater than or equal to 2.0 V should be interpreted high.

After the input protection circuit, the incoming signals have to be level-shifted to a
desirable level, depending on their voltage levels. For instance, if the incoming signal is
from a TTL driver, then its low voltage can be as high as 0.8 V and its high output voltage
can be as low as 2.0 V. Therefore a careful level shifting has to be done to translate such
logic levels to corresponding MOS gate voltage levels as shown in Fig. 13.8.

The level shifting between a TTL driver and a CMOS gate can be achieved by
properly designing the ratio between pMOS and nMOS transistors of the receiving
CMOS inverter gate. A practical method is to adjust the transistor ratio in the inverter gate
such that the saturation voltage at which both transistors operate in saturation region is
set at the midpoint between 0.8 V and 2.0 V. By using first-level models of MOS
transistors, it can be shown that the saturation voltage of the inverter gate can be expressed
by
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Figure 13.8. (a) TTL to CMOS level
characteristic curve.

shifting and (b) the corresponding voltage transfer

(13.2)

(13.3)

From these two equations, we find thatW~~~~~~~~~~~~~ 2
W /Ln p VDD+VTP at

Wp/Lp an Vst-VTn

For example, if yn = 3up and VT, = -VTP= 1.0 V and VDD = 5 V, then in order to achieve

VYat = 82 = 1.4 V

the nMOS-to-pMQS ratio must be

vout (V)

VOH-

VOL.

- VIH

-------- Vth

- VIL

TTL CMOS

(a)

Vin (V)

(b)

Vth = DD TPO r~

1+r

r = | 1nC 0WW ~/Ln
V glpc'Xwp Lp

(13.4)

_- - - - - - - - - -
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From the above calculation, we determine that r = 6.5 and (I/O) Circuits

2VO -VDD + r VTf + VTP 2Vt+36.25

r +1 43.25

where Vo0 , satisfies the following current equation:

r2 

r VIL Tn) (DD + TP)( DD out) 2 DD OUT )

or

2L125(VIL 1)2 =(4-VL)(5-Vou,) -(5-V)2
2 o

Combining these two equations, we obtain

2Vu 712 [136.75- 2 Vo1 1 V
21.125[ 4325 O - Vt (5V )-- (5-out)2

L 3 2 L 43.25 12

Vout = 4.97 V
and, hence

2x 4.97 + 36.25
VIL=1 0L7 V

43.25

Likewise,

r (2V + VT + VDD + VTP 84.5VOut + 4725
r2 +1 43.25

where Vut satisfies the following current equation:

-(VDD -VIH +VTP)2=r[(VIH VT )VOt 2 O°t

or

-1(4- VIH )= 6.5 2[(VH 1 )VOUt 2 1V°"t]



Combining these two equations, we obtain

CHAPTER 13 1 ( 84.5 V,' +47.25) 2 [(84.5V,, +4V- 1 21

2 (4 43.25 4 2. 43.25 ) OUt 2 OUt I

Solving for VUt and VIH yields:

VU = 0 206 V and VIH = 1.47 V

This design appears to meet the design objective of a level-shifting CMOS inverter,
providing logic 1 output level for TTL input voltages of up to 0.8 V (less than VIL= 1.07
V) and logic 0 output level for TTL input voltages not less than 2.0 V. The output voltage
of 0.206V at Vin = 1.47 V is much less than the n-channel threshold voltages of the next
stage. However, to assure that the circuit would function properly under all circum-
stances, careful circuit simulation should be performed by considering the variations in
process conditions, device temperature, and power supply voltage level. Note that due to
process variations, some chips can have strong pMOS (PH)-weak nMOS (NL), or weak
pMOS (PL)-strong nMOS (NH) combinations for which the level-shift circuit perfor-
mance would be somewhat different. This variation is illustrated in Fig. 13.9.

Vi,,

Figure 13.9. Variation of the level-shifter VTC due to process variations. Statistical analysis
and design methods to overcome such variations will be discussed in Chapter 14.

Figure 13.10 shows another non-inverting TTL level-shifting circuit. In this circuit,
the level shifting is accomplished in the first stage, which isfollowed by the second-stage
inverter.
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Figure 13.11 shows an input pad circuit with a Schmitt trigger circuit and a 70-ka
pull-down resistor. This circuit provides a negative-going logic threshold voltage of 1 V
and a positive-going logic threshold voltage of 4 V, for a 5-V power supply.
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A UL x

X=A

(a) (b)

Figure 13.10. (a) Non-inverting TTL level-shifting circuit and (b) its symbolic view.

x

X=A

(b)

Figure 13.11. (a) Input pad circuit with Schmitt trigger and (b) its symbolic view.

13.4. Output Circuits and L(dI/dt) Noise

The output circuits of VLSI chips are designed to be tristable as shown in Fig. 13.12. The
circuit implementation 13.12(b) requires more transistors (12 transistors) than the circuit
implementation 13.12(c), in which only four transistors are required if polarity is ignored.
In terms of silicon area, however, the implementation in 13.12(b) may require less than
the circuit in 13.12(c) since the last-stage transistors have to be sized large to provide

A

A

(a)
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sufficient current sinking and sourcing capability and also to reduce delay times.
Unfortunately, such a requirement demands a high rate of change in the current di/dt and
can cause significant on-chip noise problems due to the L(di/dt) drop across the bonding
wire connecting the output pad to the package.

D Z

CK

(a)

VDD

D~~~~

z

CK
(b)

CKD-

CKB-

VDD

iF'

z
-1-
-1J

li

(c)

Figure 13.12. (a) Symbolic view of a tristable output circuit. (b), (c) Two different circuit
implementations.

For illustration, consider a case in which the capacitor load is initially charged to VDD
= 5 V and the clock signal is set to turn on the nMOS transistor to sink the current into the
ground. Figure 13.13 shows the current waveform during the switching period. The solid
line represents a realistic current waveform whereas the dotted triangular line represents
a simple approximation of the current waveform. By approximation as used in [1]

t
mx2= CIodVDD (13.5)

Also,

[dii > Ima =2Ima
ldt max t, /2 t, (13.6)



2

Figure 13.13. Typical output circuit current waveform during switching.

Therefore, the following inequality holds.

[ d i]l > 4 CoadVDD
.dt jmax t,2 (13.7)

ax 

For example, if Cload= 100 pF and t = 5 ns, then

[di 1 4x100x10 12 x5 mA
dt 5 x 10-9 ns

and for a bonding wire with L = 2 nH, the L(di/dt) drop can be as high as

L-i >160 mV
Ldt max

It should be noted that this voltage drop would be quadrupled if t were reduced by a factor
of two. This shows a serious trade-off problem between the delay time and the noise. It
has been observed in a 1.2-jm CMOS process chip that a current surge can be as high as
1100 mA/ns at power and ground terminals.

In high-end microprocessor chips with 32 bits or higher number of data bus lines, the
noise problem can be significantly escalated if all output drivers are driven simulta-
neously. In such cases, it is desirable to stagger the switching times with built-in delays
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in the clock distribution network, which amounts to reducing the noise at the expense of
chip speed.

An interesting circuit technique for reducing di/dt is shown in Fig. 13.14. This circuit
requires an additional strobe signal and hence, complicates the timing design, but reduces
the magnitude of di/dt significantly.

z

CK ST

Figure 13.14. Circuit structure for reducing (di/dt) noise.

The role of two nMOS transistors controlled by the strobe signal (ST) is to precharge the
gate potentials of the last-stage driver transistors at an approximate midpoint between the
initial and final potentials of the load capacitor. For instance, if r =1 for the pMOS and
nMOS driver pair, then when ST is high, the gate voltages can be precharged to VDD/2

before CK goes to high.
Another technique for resolving the output driver problem is to adopt a basic driver

circuit that sends out only changes in the data pattern, as shown in Fig. 13.15. With a delay
element, the circuit produces pulses at nodes B and C only when the polarity of the input
signal changes. As a result the driver transmits only differential signals rather than full
digital waveforms. As shown in Fig. 13.15(b), the reference output voltage level is
maintained at VDD/2 during the quiescent periods, which are equivalent to tristate
periods. The output driver uses a phase splitter to generate differential pairs. The
corresponding receiver circuit has to sense, latch, and level-shift the differential data. The
circuit shown in Fig. 13.16 performs these functions.

A pair of input and output circuits can be combined into a single bidirectional
I/O pad circuit as shown in Fig. 13.17. The layout of a sample bidirectional IO pad is
presented in Fig. 13.18, showing the bonding pad, protection diodes, diffusion resistor,
and input and output circuits.
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(a)

IN _ 

A

B

C

0

(b)

Figure 13.15. (a) Basic driver circuit that transmits only differential signals. (b) Timing diagram
showing the voltage waveforms associated with the driver circuit.
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Figure 13.16. Receiver circuit designed to sense, latch, and level-shift differential data.

Inra 

I
IE

I 

I /

l

(a)

D

E

01

OUT

(b)

Figure 13.17. (a) Circuit diagram of a bidirectional buffer circuit with TTL input capability.
(b) Block diagram of the bidirectional buffer.
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Figure 13.18. Layout of a bidirectional I/O pad circuit (courtesy of MOSIS).

13.5. On-Chip Clock Generation and Distribution

Clock signals are the heartbeats of digital systems. Hence, the stability of clock signals
is highly important. Ideally, clock signals should have minimum rise and fall times,
specified duty cycles, and zero skew. In reality, clock signals have nonzero skews and
noticeable rise and fall times; duty cycles can also vary. In fact, as much as 10% of a
machine cycle time is expended to allow realistic clock skews in large computer systems.
The problem is no less serious in VLSI chip design. A simple technique for on-chip
generation of a primary clock signal would be to use a ring oscillator as shown in Fig.
13.19. Such a clock circuit has been used in low-end microprocessor chips.
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Figure 13.19. Simple on-chip clock generation circuit using a ring oscillator.

However, the generated clock signal can be quite process-dependent and unstable.
As a result, separate clock chips which use crystal oscillators have been used for high-
performance VLSI chip families. Figure 13.20 shows the circuit schematic of a Pierce
crystal oscillator with good frequency stability. This circuit is a near series-resonant
circuit in which the crystal sees a low load impedance across its terminals. Series
resonance exists in the crystal but its internal series resistance largely the determines the
oscillation frequency. In its equivalent circuit model, the crystal can be represented as a
series RLC circuit; thus, the higher the series resistance, the lower the oscillation
frequency. The external load at the terminals of the crystal also has a considerable effect
on the frequency and the frequency stability. The inverter across the crystal provides the
necessary voltage differential, and the external inverter provides the amplification to
drive clock loads. Note that the oscillator circuit presented here is by no means a typical
example of the state-of-the-art; design of high-frequency, high-quality clock oscillators
is a formidable task, which is beyond the scope of this section.

Rbls

AAA
-U-_YVV_

l>O

T Crystal -

Figure 13.20. Circuit diagram of a Pierce crystal oscillator circuit.

Usually a VLSI chip receives one or more primary clock signals from an external
clock chip and, in turn, generates necessary derivatives for its internal use. It is often
necessary to use two non-overlapping clock signals. The logical product of such two
clock signals should be zero at all times. Figure 13.21 shows a simple circuit that
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generates CK- 1 and CK-2 from the original clock signal CK. Figure 13.22 shows a clock
decoder circuit that takes in the primary clock signals and generates four phase signals.
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Figure 13.21. A simple circuit that generates a pair of non-overlapping clock signals from CK.
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Figure 13.22. Clock decoder circuit: (a) symbolic representation and (b) sample waveforms and
gate-level implementation.

Since clock signals are required almost uniformly over the chip area, it is desirable
that all clock signals are distributed with a uniform delay. An ideal distribution network
would be the H-tree structure shown in Fig. 13.23. In such a structure, the distances from
the center to all branch points are the same and hence, the signal delays would be the same.
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However, this structure is difficult to implement in practice due to routing constraints and
different fanout requirements. A more practical approach for clock-signal distribution is
to route main clock signals to macroblocks and use local clock decoders to carefully
balance the delays under different loading conditions.

I

I
Figure 13.23. General layout of an H-tree clock distribution network.

The reduction of clock skews, which are caused by the differences in clock arrival
times and changes in clock waveforms due to variations in load conditions, is a major
concern in high-speed VLSI design. In addition to uniform clock distribution (H-tree)
networks and local skew balancing, a number of new computer-aided design techniques
have been developed to automatically generate the layout of an optimum clock distribu-
tion network with zero skew. Figure 13.24 shows a zero-skew clock routing network that
was constructed based on estimated routing parasitics.

Regardless of the exact geometry of the clock distribution network, the clock signals
must be buffered in multiple stages as shown in Fig. 13.25 to handle the high fan-out
loads. It is also essential that every buffer stage drives the same number of fan-out gates
so that the clock delays are always balanced. In the configuration shown in Fig. 13.26
(used in-the DEC Alpha chip designs), the interconnect wires are cross-connected with
vertical metal straps in a mesh pattern, in order to keep the clock signals in phase across
the entire chip.

So far we have seen the needs for having equal interconnect lengths and extensive
buffering in order to distribute clock signals with minimal skews and healthy signal
waveforms. In practice, designers must spend significant time and effort to tune the
transistor sizes in buffers (inverters) and also the widths of interconnects. Widening the
interconnection wires decreases the series resistance, but at the cost of increasing the
parasitic resistance.
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Figure 13.24. An example of the zero-skew clock routing network, generated by a computer-
aided design tool.
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Figure 13.25. Three-level buffered clock distribution network.
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Figure 13.26. Genaral structure of the clock distribution network used in DEC Alpha micropro-
cessor chips.

The following points should always be considered carefully in digital system design,
but especially for successful high-speed VLSI design:

* Ideal duty cycle of a clock signal is 50%, and the signal can travel farther in a
chain of inverting buffers with ideal duty cycle. The duty cycle of a clock signal
can be improved, i.e., made closer to 50%, by using feedback based on the
voltage average.

* To prevent reflection in the interconnection network, the rise time and the fall
time of the clock signal should not be reduced excessively.

* The load capacitance should be reduced as much as possible, by reducing the
fan-out, the interconnection lengths and the gate capacitances.

* The characterictic impedance of the clock distribution line should be reduced
by using properly increased (w/h)-ratios (the ratio of the line width to vertical
separation distance of the line from the substrate).

* Inductive loads can be used to partially cancel the effects of parasitic
capacitance of a clock receiver (matching network).

* Adequate separation should be maintained between high-speed clock lines in
order to prevent cross-talk. Also, placing a power or ground rail between two
high-speed lines can be an effective measure.
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13.6. Latch-Up and Its Prevention

Latch-up is defined as the generation of a low-impedance path in CMOS chips between
the power supply rail and the ground rail due to interaction of parasitic pnp and npn
bipolar transistors. These BJTs form a silicon-controlled rectifier (SCR) with positive
feedback and virtually short circuit the power rail to-ground, thus causing excessive
current flows and even permanent device damage. Although the use of an epitaxial layer
and other process improvements have lessened the severity of latch-up problems, the
reliability concerns persist on latch-up, especially in 1/O circuits, since its packing density
also increases with decreasing feature sizes and spacings. The latch-up susceptibility is
inversely proportional to the product of the substrate doping level and the square of the
spacing. In other words, if the spacing is reduced by half and the substrate doping is
increased by two times, then the latch-up susceptibility would increase by a factor of two.
Figure 13.27 shows a cross-sectional view of a CMOS inverter circuit with identification
of parasitic npn and pnp bipolar transistors.

(a)

Out

(b)

Figure 13.27. (a) Cross-sectional view of a CMOS inverter with parasitic bipolar transistors. (b)
Circuit model for SCR formed of parasitic BJTs.
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In the equivalent circuit, Q1 is a vertical double-emitter pnp transistor whose base
is formed by the n-well with its base-to-collector current gain (I) as high as several
hundreds. Q2 is a lateral double-emitter npn transistor with its base formed by the p-type
substrate. The base-to-collector current gain (/32) of this lateral transistor may range from
a few tenths to tens. Rweil represents the parasitic resistance in the n-well structure with
its value ranging from 1 k to 20 kW. The substrate resistance Rsub strongly depends on
the substrate structure, whether it is a simple p- or p- epitaxial layer grown on top of the
p+ substrate which acts as a ground plane. In the former case Rsub can be as high as several
hundred ohms, whereas in the latter case the resistance can be as low as a few ohms.

To examine the latch-up event, first assume that the parasitic resistances Rweii and
Rsub are sufficiently large so that they can be neglected (open circuit). Unless the SCR is
triggered by an external disturbance, the collector currents of both transistors consist of
the reverse leakage currents of the collector-base junctions and therefore, their current
gains are very low. If the collector current of one of the transistors is temporarily
increased by an external disturbance, however, the resulting feedback loop causes this
current perturbation to be multiplied by (fBi 2). This event is called the triggering of the
SCR. Once triggered, each transistor drives the other transistor with positive feedback,
eventually creating and sustaining a low-impedance path between the power and the
ground rails, resulting in latch-up. It can be seen that if the condition

P,1 *32 1

is satisfied, both transistors will continue to conduct a high (saturation) current, even after
the triggering perturbation is no longer available. This latch-up condition can also be
written in terms of the collector-emitter current gains as follows.

al . 2 >1

1-al 1-a 2
=> a 1 +a 2 21 (13.8)

Figure 13.28 shows the I-Vcharacteristics of a typical SCR. At the onset of latch-up,
the voltage drop across the SCR becomes

VH = VBE1,sat + VCE2, sat = VBE2,sat + VCEI,sat

where VH is called the holding voltage. The low impedance state is sustained as long as
the current through SCR is greater than IH' the holding current value which is determined
by the device structure. Also note that the slope of the I-Vcurve is determined by the total
parasitic resistance in the current path, R.

Some of the causes for latch-up are:

* Slewing of VDD during initial start-up can cause enough displacement
currents due to the well junction capacitance in the substrate and the well. If the slew
rate is large enough, latch-up can be induced. But, the SCR can have a dynamic
recovery before latch-up when the slew rate is not very high.
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Figure 13.28. Current-voltage characteristics of a typical SCR.

* Large currents in the parasitic SCR in CMOS chips can occur when the
input or output signal swings either far beyond the VDD level or far below the Vss
(ground) level, thus injecting a triggering current. Such disturbance can happen due
to impedance mismatches in transmission lines of high-speed circuits.

* ESD stress can also cause latch-up by the injection of minority carriers from the
clamping device in the protection circuit into either the substrate or the well.

* Sudden transients in power or ground buses due to simultaneous switching of many
drivers may turn on a BJT in SCR.

* Leakage currents in well junctions can cause large enough lateral currents.

* Radiation due to X-rays, cosmic rays, or alpha particles may generate
enough electron-hole pairs in both the substrate and well regions and thus trigger the
SCR.

Below, we derive an expression for the SCR holding current IH in terms of current
gains in parasitic transistors, Q1 and Q2. For simple illustration, the circuit in Fig.
13.27(b) is redrawn in Fig. 13.29, with important circuit parameters. It can be observed
that

I 'El + RW (13.9)

(13.10)I 'E2 + IRS

'H
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1well

Rsu

Figure 13.29. Equivalent circuit model for the SCR.

From the collector-emitter current gain () relations of QI and Q2,

ICI = cI1E = aXIl

IC2 a2 IE 2 = X2

where o and ao denote the equivalent collector-to-emitter current gains absorbing the
0 0effects of parasitic resistances into transistors. Thus, when a and 2 are used, the

resistors in Fig. 13.29 are effectively open-circuited. The SCR current, I, can be exressed
by

I /C1 + IC2 + (ICBOI + CBO2 )

where ICEC1 and 'CBO2 represent the collector-base junction leakage currents, which can
be combined into a single term ICBO. Combining (13.9) through (13.13), we obtain the
following relationship.

I =CBO ('RS(l + IRW(2 )

1-(al +X 2 ) (13.14)

The holding current, IH, is defined as the current with zero ICBO, i.e.,

(13.12)

(13.13)



IH IRS- l + IRWa2
al +a 2 -1 (13.15)

Now it is clear that when the sum of the collector-to-emitter gains of Q1 and Q2 is close
to unity, the value of the holding current will be large. Thus it is important to keep the
gains of parasitic BJTs low. The parasitic resistances Rsub and Rwell also play an important
role in latch-up since their currents actually reduce the base currents of the parasitic
transistors and thus, weaken the feedback loop which leads to latch-up. Therefore,
reducing these resistances may prevent latch-up. Consider the SCR current at the onset
of latch-up

12 IH=(VDD-VH)/RT (13.16)

where both transistors are at the saturation boundary and hence, the holding voltage is VH
=2 VBE, with VBEI = VBE2 = VBE. Here, the SCR is modeled by a DC voltage source of
magnitude VH in series with a resistor Rr Combining the SCR current expression (13.15)
with (13.16), and using IRW = VBE/Rwell and IRS = VBEIRSUb in (13.15), we obtain

al +a2 Ž1 +
(13.17)

as the condition for the occurrence of latch-up in the presence of parasitic resistances.
Compare this equation with the simple latch-up condition given in (13.8). The extra term
on the right-hand side of (13.17) dictates that the sum of the two current gains must be
larger than unity by that amount, in order to satisfy the latch-up condition and to trigger
the SCR. Therefore, to avoid latch-up, this extra term should be made as large as possible,
i.e., the resistances RsUb and Rwei should be reduced as much as possible.

The following simulation example (Fig. 13.31) illustrates latch-up in the CMOS
inverter structure shown in Fig. 13.30, which is triggered by a pulse at the output node
of the circuit.

Guidelines for Avoiding Latch-Up

* Reduce the gains of BJTs by lowering the minority carrier lifetime through gold
doping of the substrate (but without causing excessive leakage currents) or reducing
the minority carrier injection efficiency of BJT emitters by using Schottky source/
drain contacts.
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* Usep+ guardband rings connected to ground around nMOS transistors and n+ guard
rings connected to VDD around pMOS transistors to reduce R and RSUb and to capture
injected minority carriers before they reach the base of the parasitic BJTs.

* Place substrate and well contacts as close as possible to the source connections of
MOS transistors to reduce the values of R and Rsub*

* Use minimum area p-wells (in case of twin-tub technology or n-type substrate) so
that the p-well photocurrent can be minimized during transient pulses.

* Source diffusion regions of pMOS transistors should be placed so that they lie
along equipotential lines when currents flow between VDD and p-wells. In some n-
well I/O circuits, wells are eliminated by using only nMOS transistors.

(a)

=5

(b)

Figure 13.30. CMOS inverter circuit used in the latch-up simulation example.
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Figure 13.31. Simulated (a) voltage and (b) current waveforms of the CMOS inverter circuit
during latch-up triggered through the output node.

* Avoid the forward biasing of source/drain junctions so as not to inject high currents;
the use of a lightly doped epitaxial layer on top of a heavily doped substrate has the
effect of shunting lateral currents from the vertical transistor through the low-
resistance substrate.

* Lay out n- and p-channel transistors such that all nMOS transistors are placed close
to Vss and pMOS transistors are placed close to VDD rails. Also maintain sufficient
spacings between pMOS and nMOS transistors.
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For prevention of latch-up, chip manufacturers typically specify limiting operating
conditions. As an example, Mitel's octal interface device, MD74SC540AC, requires 1.9
V over VDD and 200 mA, and 1.0 V below Vss and 90 mA to trigger output latch-up. An
I/O cell layout which is designed using some of the latch-up guidelines listed here is
shown in Fig. 13.32, where the same types of transistors are placed side-by-side.

p tub edge
spaced far from
any p+ sources
to VDD

Figure 13.32. I/O cell layout with latch-up guidelines.
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Exercise Problems

13.1 For low-power design, multiple power supply voltages may be used on a chip
by using on-chip voltage converters. A chip may take in a 5-V power supply and
then in turn generate and use 3.3-V power rails besides 5-V power rails. Design a
level shifter which can interface 3.3-V logic with a 5-V logic circuit. Use IV.I =

1.0 V, ,u,/up = 3 in your calculation.

13.2 The distribution of clock signals without clock skew is usually desirable in
order to lessen the design complexity. However, in some cases, clock skews can
be utilized to resolve very tight timing budget problems. Find an example wherein
clock skews can be utilized.

13.3 Design a clock decoder circuit which generates four clock phases from two
primary clock signals.

13.4 Since the fanout count of a typical clock signal is very high, it is important to size
the interconnection wire dimensions properly. The parasitic interconnection
resistance and capacitance are discussed in Chapter 6. The parasitic resistance in
metallic wire is assumed to be 0.03 U/square.



564 (a) For t = 0.4 glm, h = 1 m, I(length) = 1000 gim, and w(width) - 2 gim,
calculate the interconnection delay for a fanout capacitance load of 5 pF by

CHAPTER 13 using the Elmore delay formula. For consideration of distributed parasitic
effect, the total length can be divided into 10 segments of 100-gm length.

(b) Verify the answer in part (a) using SPICE simulation.

13.5 The bonding pads in I/O circuits are implemented in the topmost metal layer
with a dimension of 75 gim x 75 gm. If the separation of the topmost metal layer
with SiO2 from the common substrate layer (ground plane) is 1 im,

(a) What is the parasitic capacitance of the bonding pad?

(b) What is the total parasitic capacitance of the bonding pad node if it is
connected to a CMOS inverter gate (Wp = 10 gm, Wn = 5 gm, L = 1 m)
and also to the output of a tristatable buffer (W = 1000 gim, Wn = 500 gim,
LM = 1 im).

The other dimension of the drain regions is 3 gim and the parasitic capacitance in
the drain is CjO = 0.3 fF/gm2 , Cjs, = 0.5 fF/gm.

13.6 Verify the correctness of the TTL to CMOS level shifter by SPICE simulation.

13.7 The transistors in the final stage of the chip output buffer are usually chosen
to be very large in order to provide sufficient current-driving capability. Discuss
the layout strategy for implementing such huge transistors in the bonding pad area.

13.8 The switching noise in the power and ground rails of the chip output driver circuit
can be very large to the extent that it may upset the logic level of nearby internal
circuits due to coupled noise. Discuss whether this problem can be avoided with
the use of separate power and ground rails for I/O circuits (noisy) and internal
circuits (quiet).

13.9 The bonding wire inductance is 2 nH, load capacitance is 100 pF, and the 50%
switching delay time is 5 ns.

(a) Estimate the maximum L(di/dt) noise.

(b) Explain how this noise would change at a lower operating temperature and
higher power supply voltage.



(c) Calculate the total noise voltage peaks when 32 such output pads are
switching simultaneously and when 32 output pads are switching with 3.2
ns skew from the first bit to the last bit.

(d) Verify your results using proper models and SPICE simulation.

13.10 Discuss how the sensitivity of the level-shifting I/O circuit to process
variations, especially the variation in the channel length, can be reduced by the
mask design of particular (W/L) values. Would you choose the minimum L
allowed?

13.11 Discuss the pros and cons of having pull-up and pull-down resistors connected
to /O pads in view of impedance matching in high-speed circuits.
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CHAPTER 14

VLSI DESIGN
METHODOLOGIES

14.1. Introduction

As we have already pointed out in the previous chapters, the structural complexity of
digital integrated circuits (usually expressed by the number of transistors per chip) has
been increasing at an exponential rate over the last thirty years. This phenomenal growth
rate has been sustained primarily by the constant advances in manufacturing technology,
as well as by the increasing need for integrating more complex functions on chip.
Answering the demands of the rapidly rising chip complexity has created significant
challenges in many areas; practically hundreds of team members are involved in the
development of a typical VLSI product, including the development of technology,
computer-aided design (CAD) tools, chip design, fabrication, packaging, testing and
reliability qualification. The efficient organization of these efforts under a well-struc-
tured system design methodology is essential for the development of economically
viable VLSI products, in a timely manner. In this chapter, we will examine the overall
flow of the design activities, important design concepts, various VLSI design styles,
quality of design, and the CAD technology.

Generally speaking, logic chips such as microprocessor chips and digital signal
processing (DSP) chips contain not only large arrays of memory (SRAM/DRAM) cells,
but also many different functional units. As a result, their design complexity is consid-
ered much higher than that of memory chips, although advanced memory chips also
contain some sophisticated logic functions. Notice that the design complexity of logic
chips increases almost exponentially with the number of transistors to be integrated. This



is translated into an increase in the design cycle time, which is the time period from the
start of chip development until the mask-tape delivery time. The majority of this design
cycle time is typically devoted to achieving the desired level of chip performance at an
acceptable cost, which is essential for the economical success of any competitive
commercial product. During the course of the design cycle the circuit performance can
usually be increased by design improvements; more rapidly in the beginning, then more
gradually until the performance finally saturates for the particular design style and
technology being used. The level of circuit performance which can be reached within a
certain design time strongly depends on the efficiency of the design methodologies, as
well as on the design style.

This point is illustrated qualitatively in Fig. 14.1, where two different VLSI design
styles are compared for their relative merits in the design of the same product. Using the
full-custom design style (where the geometry and the placement of every transistor can
be optimized individually) requires a longer time until design maturity can be reached,
yet the inherent flexibility of adjusting almost every aspect of circuit design allows far
more opportunity for circuit performance improvement during the design cycle. The final
product typically has a high level of performance (e.g. high processing speed, low power
dissipation) and the silicon area is relatively small because of better area utilization. But
this comes at a larger cost in terms of design time. In contrast, using a semi-custom design
style (such as standard-cell based design or FPGA) will allow a shorter design time until
design maturity can be achieved. In the early design phase, the circuit performance can
be even higher than that of a full-custom design, since some of the components used in
semi-custom design are already optimized. But the semi-custom design style offers less
opportunity for performance improvement over the long run, and the overall performance
of the final product will inevitably be less than that of a full-custom design.

.
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Figure 14.1. Impact of different VLSI design styles upon the design cycle time and the
achievable circuit performance.

The choice of the particular design style for a VLSI product depends on the
performance requirements, the technology being used, the expected lifetime of the
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product and the cost of the project. In the following sections, we will discuss the various
aspects of different VLSI design styles and consider their impact upon circuit perfor-
mance and overall cost.

In addition to the proper choice of a VLSI design style, there are other issues which
must be addressed in view of the constantly evolving nature of the VLSI manufacturing
technologies. Approximately every two years, a new generation of technology is
introduced, which typically allows for smaller device dimensions and consequently,
higher integration density and higher performance. In order to make the best use of the
current technology, the chip development time has to be short enough to allow the
maturing of chip manufacturing and timely delivery of the product to customers. This
may require that the level of logic integration and chip performance fall short of the level
achievable with the current processing technology, as illustrated in Fig. 14.2.

longer design time for
better performance in
current generation

Design

7 Design Production

_- Technology Window 1

Design

missed technology
window = lower
performance in next
generation

Production

Technology Window 2 - .

Figure 14.2. Progressive performance improvement of a VLSI product for each new generation
of manufacturing technology. Shorter design cycle times are essential for economic viability.

It can be seen that the design cycle time of a successful VLSI product is kept shorter
than what would be necessary for developing an optimum-performance chip, thus leaving
enough time for the production and marketing of the chip during the current generation,
or "technology window". When the next generation of manufacturing technology arrives,
the design can be updated to take advantage of higher integration density and better
performance. On the other hand, if the design time of a particular product is kept
excessively long to achieve the highest possible performance for the current generation
of technology, there is a danger of missing the next technology window. A longer design
cycle time usually results in better overall perfornance, but this product must then remain
in the market for a certain amount of time in order to recover the development costs. Thus,
the advantages brought by the next generation of manufacturing technologies cannot be
realized, and the product becomes less competitive.

In reality, the design cycle of the next generation chips usually overlaps with the
production cycle of the current generation chips, thereby assuring continuity. The use of
sophisticated computer-aided design (CAD) tools and methodologies are also essential
for reducing the design cycle time and for managing the increasing design complexity.
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14.2. VLSI Design Flow

The design process, at various levels, is usually evolutionary in nature. It starts with a
given set of requirements. Initial design is developed and tested against the requirements.
When requirements are not met, the design has to be improved. If such improvement is
either not possible or too costly, then a revision of requirements and an impact analysis
must be considered. The Y-chart (first introduced by D. Gajski) shown in Fig. 14.3
illustrates a design flow for most logic chips, using design activities on three different
axes (domains) which resemble the letter "Y."

VLSI Design
Methodologies

The Y-Chart

Struck
Dor

floral
main

ithm

Geometrical Layout
Domain

Figure 14.3. Typical VLSI design flow in three domains (Y-chart representation).

The Y-chart consists of three domains of representation, namely (i) behavioral
domain, (ii) structural domain, and (iii) geometrical layout domain. The design flow
starts from the algorithm that describes the behavior of the target chip. The corresponding
architecture of the processor is first defined. It is mapped onto the chip surface by
floorplanning. The next design evolution in the behavioral domain defines finite state
machines (FSMs) which are structurally implemented with functional modules such as
registers and arithmetic logic units (ALUs). These modules are then geometrically placed
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onto the chip surface using CAD tools for automatic module placement followed by
routing, with a goal of minimizing the interconnects area and signal delays. The third
evolution starts with a behavioral module description. Individual modules are then
implemented with leaf cells. At this stage the chip is described in terms of logic gates (leaf
cells), which can be placed and interconnected by using a cell placement and routing
program. The last evolution involves a detailed Boolean description of leaf cells followed
by a transistor level implementation of leaf cells and mask generation. In the standard-
cell based design style, leaf cells are pre-designed (at the transistor level) and stored in
a library for logic implementation, effectively eliminating the need for the transistor level
design.

Figure 14.4 provides a more simplified view of the VLSI design flow, taking into
account the various representations, or abstractions of design: behavioral, logic, circuit
and mask layout. Note that the verification of design plays a very important role in every
step during this process. The failure to properly verify a design in its early phases
typically causes significant and expensive re-design at a later stage, which ultimately
increases the time-to-market.

Although the design process has been described in linear fashion for simplicity, in
reality there are many iterations, especially between any two neighboring steps, and
occasionally even remotely separated pairs. Although top-down design flow provides an
excellent design process control, in reality, there is no truly uni-directional top-down
design flow. Both top-down and bottom-up approaches have to be combined for a
successful design. For instance, if a chip designer defines an architecture without close
estimation of the corresponding chip area, then it is very likely that the resulting chip
layout exceeds the area limit of the available technology. In such a case, in order to fit the
architecture into the allowable chip area, some functions may have to be removed and the
design process must be repeated. Such changes may require significant modification of
the original requirements. Thus, it is very important to feed forward low-level informa-
tion to higher levels (bottom-up) as early as possible.

In the following, we will examine design methodologies and structured approaches
which have been developed over the years to deal with both complex hardware and
software projects. Regardless of the actual size of the project, the basic principles of
structured design will improve the prospects of success. Some of the classical techniques
for reducing the complexity of IC design are: Hierarchy, regularity, modularity and
locality.

14.3. Design Hierarchy

The use of the hierarchy, or "divide and conquer" technique involves dividing a module
into sub-modules and then repeating this operation on the sub-modules until the
complexity of the smaller parts becomes manageable. This approach is very similar to
software development wherein large programs are split into smaller and smaller sections
until simple subroutines, with well-defined functions and interfaces, can be written. In
Section 14.2, we have seen that the design of a VLSI chip can be represented in three
domains. Correspondingly, a hierarchy structure can be described in each domain
separately. However, it is important for the simplicity of design that the hierarchies in
different domains be mapped into each other easily.
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In the physical domain, partitioning a complex system into its various functional
blocks will provide a valuable guide for the actual realization of these blocks on the chip.
Obviously, the approximate shape and size (area) of each sub-module should be
estimated in order to provide a useful floorplan. Figure 14.6 shows the hierarchical
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decomposition of the four-bit adder in physical description (geometrical layout) domain,
resulting in a simplefloorplan. This physical view describes the external geometry of the
adder, the locations of input and output pins, and the pin locations that allow some signals
(in this case the carry signals) to be transferred from one sub-block to the other without
external routing. At lower levels of the physical hierarchy, the internal mask layout of
each adder cell defines the locations and the connections of each transistor and wire.
Figure 14.7 shows the full-custom layout of a 16-bit dynamic CMOS adder, and the sub-
modules that describe the lower levels of its physical hierarchy. Here, the 16-bit adder
consists of a cascade connection of four 4-bit adders, and each 4-bit adder can again be
decomposed into its functional blocks such as the Manchester chain, carry/propagate
circuits and the output buffers. Finally, Fig. 14.8 shows the structural hierarchy of the 16
bit adder. Note that there is a corresponding physical description for every module in the
structural hierarchy, i.e., the components of the physical view closely match this
structural view.

.14.4. Concepts of Regularity, Modularity and Locality

The hierarchical design approach reduces the design complexity by dividing the large
system into several sub-modules. Usually, other design concepts and design approaches
are also needed to simplify the process. Regularity means that the hierarchical decompo-
sition of a large system should result in not only simple, but also similar blocks, as much
as possible. A good example of regularity is the design of array structures consisting of
identical cells - such as a parallel multiplication array. Regularity can exist at all levels
of abstraction. For example, at the transistor level, uniformly sized transistors simplify
the design and at the logic level, identical gate structures can be used. Figure 14.9 shows
regular circuit-level designs of a 2-1 MUX (multiplexer) and a D-type edge-triggered flip
flop. Note that both of these circuits were designed by using inverters and tri-state buffers
only. If the designer has a small library of well-characterized basic building blocks, a
number of different functions can be constructed by using this principle. Regularity
usually reduces the number of different modules that need to be designed and verified,
at all levels of abstraction.

Modularity in design means that the various functional blocks which make up the
larger system must have well-defined functions and interfaces. Modularity allows that
each block or module can be designed relatively independently from each other, since
there is no ambiguity about the function and the signal interface of these blocks. All of
the blocks can be combined with ease at the end of the design process, to form the large
system. The concept of modularity enables the parallelization of the design process. The
well-defined functionality and signal interface also allow the use of generic modules in
various designs.

By defining well-characterized interfaces for each module in the system, we
effectively ensure that the internals of each module become unimportant to the exterior
modules. Internal details remain at the local level. The concept of locality also ensures
that connections are mostly between neighboring modules, avoiding long-distance
connections as much as possible. This last point is extremely important for avoiding long
interconnect delays. Time-critical operations should be performed locally, without the
need to access distant modules or signals. If necessary, the replication of some logic may
solve this problem in large system architectures.
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Figure 14.7. Layout of a 16-bit adder, and the components of its physical hierarchy.
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Figure 14.8. Structural hierarchy of the 16-bit adder circuit.
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Figure 14.9. Regular design of (a) 2-1 MUX and (b) DFF, using inverters and tri-state buffers
as basic building blocks.
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CHAPTER 14 Several design styles can be considered for chip implementation of specified algorithms
or logic functions. Each design style has its own merits and shortcomings, and thus a
proper choice has to be made by designers in order to provide the specified functionality
at low cost and in a timely manner, as explained in Section 14.1.,

Field Programmable Gate Array (FPGA)

Fully fabricated FPGA chips containing thousands or even more, of logic gates with
programmable interconnects, are available to users for their custom hardware program-
ming to realize desired functionality. This design style provides a means for fast
prototyping and also for cost-effective chip design, especially for low-volume applica-
tions. A typical field programmable gate array (FPGA) chip consists of I/O buffers, an
array of configurable logic blocks (CLBs), and programmable interconnect structures.
The programming of the interconnects is accomplished by programming of RAM cells
whose output terminals are connected to the gates of MOS pass transistors. Thus, the
signal routing between the CLBs and the I/O blocks is accomplished by setting the
configurable switch matrices accordingly. The general architecture of an FPGA chip
from Xilinx is shown in Fig. 14.10. A more detailed view showing the locations of switch
matrices used for interconnect routing is given in Fig. 14.11.

The simplified block diagram of a CLB (XC4000 family from Xilinx) is shown in
Fig. 14.12. In this example, each CLB contains two independent 4-input combinational
function generators, a clock signal terminal, user-programmable multiplexers and two
flip-flops. The function generators, which are capable of realizing any arbitrarily defined
Boolean function of their four inputs, are implemented as memory look-up tables. A third
function generator can implement any Boolean function of its three inputs: F, G' and a

Configurable
Cl C [ El Cl Logic Block

1/0 Blockm-.E

E

E
D
Cl1
Cl1

I II III Ali

venical LI LI EIE i L I a
Channel

Cl
CI

Cl
El

Cl
Cl Horizontal

R-utin,,
M Channel

El

Figure 14.10. General architecture of Xilinx FPGAs.

. IIO -
_ . .

C_ / 
g W _~~~~~~~~~~~~~~~~~~~~~~~~~~~

_ E] I

_ : _
_
.2

.D
Il

..._.._ ..._. _... ..... . _

...

I II

. l

El
i

[71 1� [--I 1��

i i i it
\/AXIA - I s _ A_



third input from outside, the CLB. Thus, the CLB offers significant flexibility of
implementing a wide range of functions, with up to nine input variables. The user-
programmable multiplexers within the CLB control the internal signal routing, and
therefore, the functionality of the block.
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The complexity of a FPGA chip is typically determined by the number of CLBs it
contains. In the Xilinx XC4000 family of FPGAs, the size of the CLB array can range
from 8 x 8 (64 CLBs) to 32 x 32 (1024 CLBs), where the latter example has an
approximate gate count of 25,000. Typical FPGA chips can support system clock
frequencies between 50 and 100 MHz. With the use of dedicated computer-aided design
tools, the gate utilization rate (percentage of gates on the FPGA which are actually used
in a particular design) can exceed 90%.

The typical design flow of an FPGA chip starts with the behavioral description of its
functionality, using a hardware description language such as VHDL. The synthesized
architecture is then technology-mapped (or partitioned) into circuits or logic cells. At this
stage, the chip design is completely described in terms of available logic cells. Next, the
placement and routing step assigns individual logic cells to FPGA sites (CLBs) and
determines the routing patterns among the cells in accordance with the netlist. After
routing is completed, the on-chip performance of the design can be simulated and verified
before downloading the design for programming of the FPGA chip. The programming of
the chip remains valid as long as the chip is powered-on, or until it is re-programmed.

The largest advantage of FPGA-based design is the very short turn-around time, i.e.,
the time required from the start of the design process until a functional chip is available.
Since no physical manufacturing step is necessary for customizing the FPGA chip, a
functional sample can be obtained almost as soon as the design is mapped into a specific
technology. The typical price of FPGA chips is usually higher than other alternatives
(such as gate array or standard cells) of the same design, but for small-volume production
of ASIC chips and for fast prototyping, FPGA offers a very valuable option.

Gate Array Design

In terms of fast prototyping capability, the gate array (GA) ranks second after the FPGA
with a typical turn-around time of a few days. While user programming is central to the
design implementation of the FPGA chip, metal mask design and processing is used for
GA. Gate array implementation requires a two-step manufacturing process: The first
phase, which is based on generic (standard) masks, results in an array of uncommitted
transistors on each GA chip. These uncommitted chips can be stored for later customization,
which is completed by defining the metal interconnects between the transistors of the
array (Fig. 14.13). Since the patterning of metallic interconnects is done at the end of the
chip fabrication process, the turn-around time can still be short, a few days to a few weeks.
Figure 14.14 shows a corner of a gate array chip which contains bonding pads on its left
and bottom edges, diodes for 1O protection, nMOS transistors and pMOS transistors for
chip output driver circuits adjacent to bonding pads, arrays of nMOS transistors and
pMOS transistors, underpass wire segments, and power and ground buses along with
contact windows.

Figure 14.15 shows a magnified portion of the internal array with metal mask design
(metal lines highlighted in dark) to realize a complex logic function. Typical gate array
platforms allow dedicated areas, called channels, for intercell routing between rows or
columns of MOS transistors, as shown in Figs. 14.14 and 14.15. The availability of these
routing channels simplifies the interconnections, even using one metal layer only.
Interconnection patterns that perform basic logic gates can be stored in a library, which
can then be used to customize rows of uncommitted transistors according to the netlist.
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Figure 14.15. Metal mask design to realize a complex logic function on a channeled gate array
(GA) platform.

While most gate array platforms only contain rows of uncommitted transistors
separated by routing channels, some other platforms also offer dedicated memory (RAM)
arrays to allow a higher density where memory functions are required. Figure 14.16
shows the layout views of a conventional gate array and a gate array platform with two
dedicated memory banks.

In most of the modern GAs, multiple metal layers, instead of a single metal layer, are
used for channel routing. With the use of multiple interconnect layers, the routing can also
be achieved over the active cell areas; thus, the routing channels can be removed as in Sea-
of-Gates (SOG) chips. Here, the entire chip surface is covered with uncommitted nMOS
and pMOS transistors. As in the gate array case, neighboring transistors can be custom-
ized using a metal mask to form basic logic gates. For intercell routing, however, some
of the uncommitted transistors must be sacrificed. This approach results in more
flexibility for interconnections, and usually in a higher density. The basic platform of a
SOG chip is shown in Fig. 14.17. Figure 14.18 offers a brief comparison between the
channeled (GA) and the channelless (SOG) approaches.
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Figure 14.16. Layout views of a conventional GA chip (left) and a gate array with two embedded
memory banks (right).
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In general, the GA chip utilization factor, as measured by the used chip area divided
by the total chip area, is higher than that of the FPGA and so is the chip speed, since more
customized design can be achieved with metal mask designs. The current gate array chips
can implement as many as hundreds of thousands of logic gates.

Standard-Cells Based Design

The standard-cells based design is one of the most prevalent full custom design styles
which require development of a full custom mask set. The standard cell is also called the
polycell. In this design style, all of the commonly used logic cells are developed,
characterized, and stored in a standard cell library. A typical library may contain a few
hundred cells including inverters, NAND gates, NOR gates, complex AOI, OAI gates, D-
latches, and flip-flops. Each gate type can be implemented in several versions to provide
adequate driving capability for different fanouts. For instance, the inverter gate can have
standard size, double size, and quadruple size so that the chip designer can choose the
proper size to achieve high circuit speed and layout density. Each cell is characterized
according to several different characterization categories, including

* Delay time versus load capacitance
* Circuit simulation model
* Timing simulation model
* Fault simulation model
* Cell data for place-and-route
* Mask data
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To enable automated placement of the cells and routing of inter-cell connections,
each cell layout is designed with a fixed height, so that a number of cells can be abutted
side-by-side to form rows. The power and ground rails typically run parallel to the upper
and lower boundaries of the cell, thus, neighboring cells share a common power and
ground bus. The input and output pins are located on the upper and lower boundaries of
the cell. Figure 14.19 shows the layout of a typical standard cell. Notice that the nMOS
transistors are located closer to the ground rail while the pMOS transistors are placed
closer to the power rail.
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Figure 14.19. A standard cell layout example.

Figure 14. 20 shows a floorplan for standard-cell based design. Inside the I/O frame
which is reserved for 1/0 cells, the chip area contains rows or columns of standard cells.
Between cell rows are channels for dedicated intercell routing. As in the case of Sea-of-
Gates with over-the-cell routing, the channel areas can be reduced or even removed
provided that the cell rows offer sufficient routing space. The physical design and layout
of logic cells ensure that when cells are placed into rows, their heights are matched and
neighboring cells can be abutted side-by-side, which provides natural connections for
power and ground lines in each row. The signal delay, noise margins, and power
consumption of each cell should be also optimized with proper sizing of transistors using
circuit simulation.

If a number of cells must share the same input and/or output signals, a common signal
bus structure can also be incorporated into the standard-cell-based chip layout. Figure
14.21 shows the simplified symbolic view of a case where a signal bus has been inserted
between the rows of standard cells. Note that in this case the chip consists of two blocks,
and power/ground routing must be provided from both sides of the layout area. Standard-
cell based designs may consist of several such macro-blocks, each corresponding to a
specific unit of the system architecture such as clock generator, ALU or control logic.
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After chip logic design is done using standard cells from the library, the most
challenging task is to place the individual cells into rows and interconnect them in a way
that meets stringent design goals in circuit speed, chip area, and power consumption.
Many advanced CAD tools for place-and-route have been developed and used to achieve
such goals. Also from the chip layout, circuit models which include interconnect
parasitics can be extracted and used for timing simulation and analysis to identify timing
critical paths. For timing critical paths, proper gate sizing is often practiced to meet the
timing requirements. In many VLSI chips, such as microprocessors and digital signal
processing chips, standard-cells based design is used for complex control logic modules.
Some full custom chips can be also implemented exclusively with standard cells.

Finally, Fig. 14.22 shows the detailed mask layout of a standard-cell-based chip with
an uninterrupted single block of cell rows, and three memory banks placed on one side
of the chip. Notice that within the cell block, the separations between neighboring rows
depend on the number of wires in the routing channel between the cell rows. If a high
interconnect density can be achieved in the routing channel, the standard cell rows can
be placed closer to each other, resulting in a smaller chip area. The availability of
dedicated memory blocks also reduces the area, since the realization of memory elements
using standard cells would occupy a larger area.
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Full Custom Design

CHAPTER 14 Although the standard-cells based design style is sometimes called full custom design,
in a strict sense, it is somewhat less than fully customized since the cells are pre-designed
for general use and the same cells are utilized in many different chip designs. In a truly
full-custom design, the entire mask design is done anew without use of any library.
However, the development cost of such a design style is becoming prohibitively high.
Thus, the concept of design reuse is becoming popular in order to reduce design cycle
time and development cost. The most rigorous full custom design can be the design of a
memory cell, be it static or dynamic. Since the same layout design is replicated, there
would not be any alternative to high density memory chip design. For logic chip design,
a good compromise can be achieved by using a combination of different design styles on
the same chip, such as standard cells, data-path cells and programmable logic arrays
(PLAs). In real full-custom layout in which the geometry, orientation and placement of
every transistor is done individually by the designer, design productivity is usually very
low - typically a few tens of transistors per day, per designer.

In digital CMOS VLSI, full-custom design is rarely used due to the high labor cost.
Exceptions to this include the design of high-volume products such as memory chips,
high-performance microprocessors and FPGA masters. Figure 14.23 shows the full
layout of the Intel 486 microprocessor chip, which is a good example of a hybrid full-
custom design. Here, one can identify four different design styles on one chip: memory
banks (RAM cache), data-path units consisting of bit-slice cells, control circuitry mainly
consisting of standard cells and PLA blocks.

14.6. Design Quality

It is desirable to measure the quality of design in order to improve the chip design.
Although no universally accepted metric exists to measure the design quality, the
following criteria are' considered to be important:

* Testability
* Yield and manufacturability
* Reliability
* Technology updateability

Testability

Developed chips are eventually inserted into printed circuit boards or multichip modules
for system applications. The correct functionality of the system hinges upon the correct
functionality of the chips used. Therefore, fabricated chips should be fully testable to
ensure that all the chips passing the specified chip test can be inserted into the system,
either in packaged or in bare die form, without causing failures. Such a goal requires

* Generation of good test vectors
* Availability of reliable test fixture at speed
* Design of testable chip
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Figure 14.23. Mask layout of the Intel 80486 microprocessor chip; an example of a full-custom
design where the rigorous design effort can be justified by the high performance and high
production volume of the chip.
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588 In fact, some chip projects had to be abandoned after chip fabrication because of
inadequate testability of the design. As the complexity of the chips increases with the

CHAPTER 14 increasing level of monolithic integration, additional circuitry has to be included to
ensure that the fabricated chips can be fully tested. This translates into an increase in chip
area and some speed penalty, but such a trade-off will become unavoidable in VLSI
design. The design-for-testability issues will be discussed in Chapter 17.

Yield and Manufacturability

If we assume that the test procedure is flawless, the chip yield can be calculated by
dividing the number of good tested chips by the total number of tested chips. However,
this calculation may not correctly reflect the quality of the design or the processing. The
most strict definition of the yield can be the number of good tested chips divided by the
total number of chip sites available at the start of the wafer processing. However, since
some wafers may be scrapped in the process line due to mishandling or for other reasons,
such a metric may not reflect the design quality. Also, poor design of the wafer array for
chips may cause some chips to fail routinely due to uncontrollable process variations and
handling problems. On the other hand, poor chip design can cause processing problems
and, therefore, drop-outs during the processing. In such a case, the first yield metric will
overestimate the design quality. The chip yield can be further divided into the following
subcategories:

* Functional yield
* Parametric yield

The functional yield is obtained by testing the functionality of the chip at a speed
usually lower than the required chip speed. The functional test weeds out the problems
of shorts, opens and leakage current, and can detect logic and circuit design faults.

The parametric test is usually performed at the required speed on chips that passed
the functional test. All the delay testing is performed at this stage. Poor design that failed
to consider uncontrollable process variations which cause significant variations in chip
performance may cause poor parametric yield, thus, significant manufacturing problems.
In order to achieve high chip yield, chip designers should consider manufacturability of
the chip by considering realistic fluctuations in device parameters that cause performance
fluctuations.

Reliability

The reliability of the chip depends on the design and process conditions. The major causes
for chip reliability problems can be characterized into the following:

* Electrostatic discharge (ESD) and electrical overstress (EOS)
* Electromigration
* Latch-up in CMOS I/O and internal circuits
* Hot-carrier induced aging
* Oxide breakdown



* Single event upset
* Power and ground bouncing
* On-chip noise and crosstalk

Usually the wafer lots with poor yields also cause reliability problems. For example,
when a particular wafer processing is poorly controlled, thus causing aluminum
overetching, many chips on the wafer may suffer from open-circuited metallic intercon-
nects. Some chips with severely overetched, but not fully open-circuited interconnects,
may pass the test. But, under current stress, such interconnects can be open-circuited
because of electromigration problems, causing chip and system failures in the field. Any
good manufacturing practice should weed out such potential failures during the acceler-
ated reliability test.

Nevertheless, for any specified process, chip design can be improved to overcome
such process-dependent reliability problems. For example, knowing that aluminum
overetching can occur, alert designers may choose to widen the metal width beyond the
minimum width allowed. Similarly, to avoid the transistor aging problem due to hot-
carrier aging, designers can improve the circuit reliability with proper sizing of transis-
tors or by reducing the rise time of signals feeding into the nMOS transistor gate. The
protection of 10 circuits against electrostatic damages (ESD) and latch-up is another
example. Some of these specific points have already been discussed in Chapter 13 for
design of reliable 10 circuits.

Technology Updateability

Process technology development has progressed rapidly and as a result, the lifespan of
a given technology generation has remained almost constant even for submicron
technologies. Yet, the time pressure to develop increasingly more complex chips in a
shorter time is constantly increasing. Under such circumstances, the chip products often
have to be technology-updated to new design rules. Even without any change in the chip's
functionality, the task of updating the mask to new design rules is very formidable. The
so-called "dumb shrink" method whereby mask dimensions are scaled uniformly, is
rarely practiced due to nonideal scaling of device feature sizes and technology param-
eters. Thus, the design style should be chosen such that the technology update of the chip
,or functional modules for design reuse can be achieved quickly with minimal cost.
Designers can develop and use advanced CAD tools that can automatically generate the
physical layout, the so-called silicon compilation, which meets the timing requirements
with proper gate sizing or transistor sizing.

14.7. Packaging Technology

Novice designers often fail to give enough consideration to the packaging technology,
especially in the early stages of chip development. However, many high-performance
VLSI chipscan fail stringent test specifications after packaging if chip designers have not
included various effects of packaging constraints and parasitics in their design.

The numbers of ground planes and power planes and the bonding pads greatly affect
the behaviors of the on-chip power and ground buses. Also the length of the bonding wire
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Nevertheless, for any specified process, chip design can be improved to overcome
such process-dependent reliability problems. For example, knowing that aluminum
overetching can occur, alert designers may choose to widen the metal width beyond the
minimum width allowed. Similarly, to avoid the transistor aging problem due to hot-
carrier aging, designers can improve the circuit reliability with proper sizing of transis-
tors or by reducing the rise time of signals feeding into the nMOS transistor gate. The
protection of 1/0 circuits against electrostatic damages (ESD) and latch-up is another
example. Some of these specific points have already been dis cussed in Chapter 13 for
design of reliable 1/0 circuits.

Technology Updateability

Process technology development has progressed rapidly and as a result, the lifespan of
a given technology generation has remained almost constant even for submicron
technologies. Yet, the time pressure to develop increasingly more complex chips in a
shorter time is constantly increasing. Under such circumstances, the chip products often
have to be technology-updated to new design rules. Even without any change in the chip's
functionality, the task of updating the mask to new design rules is very formidable. The
so-called "dumb shrink" method whereby mask dimensions are scaled uniformly, is
rarely practiced due to nonideal scaling of device feature sizes and technology param-
eters. Thusthe design style should be chosen such that the technology update of the chip
or functional modules. for design reuse can be achieved quickly with minimal cost.
Designers can develop and use advanced CAD tools that can automatically generate the
physical layout, the so-called silicon compilation, which meets the timing requirements
with proper gate sizing or transistor sizing.

14.7. Packaging Technology

Novice designers often fail to give enough consideration to the packaging technology,
especially in the early stages of chip development. However, many high-performance
VLSI chips can fail stringent test specifications after packaging if chip designers have not
included various effects of packaging constraints and parasitics in their design.
. The numbers of ground planes and power planes and the bonding pads greatly affect

the behaviors of the on-chip power and ground buses. Also the length of the bonding wire
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between the chip and the package and the lead length in the package determine the
inductive voltage drop in the output circuit. An equally important consideration is
thermal problems. Good packages should provide low thermal resistance and, hence,
limited temperature increase beyond the ambient temperature due to power dissipation.

Since the choice of proper packaging technology is critical to the success of the chip
development, chip designers should work closely with package designers from the start
of the project, especially for full custom designs. Also, since the final cost of the packaged
chip depends largely on the package cost itself, for low-cost chip development, designers
must ensure enough design margins that the chips can function properly in low-cost
packages with more parasitic effects and less thermal conductivity. Some of the
important packaging concerns are

* Hermetic seals to prevent the penetration of moisture
* Thermal conductivity
* Thermal expansion coefficient
* Pin density
* Parasitic inductance and capacitance
* a-particle protection

Various types of packages are available for integrated circuit chips. Integrated circuit
packages are generally classified by the method which is used to solder the package on
the printed circuit board (PCB). The package pins can be introduced in holes drilled in
the (PCB); this method is calledpin-through-hole (PTH). Alternatively, the package pins
can be directly soldered on the PCB; this method is called surface-mounted technology
(SMT).

PTH packages require that a precise hole be drilled in the PCB for each pin, which
is not a cost-effective process. Moreover, holes usually require metal plating on their
interior surface to ensure conductivity, and the lack of proper plating may cause yield and
reliability problems. Nevertheless, PTH packages have the advantage that they can be
soldered using a relatively inexpensive soldering process. In comparison, SMT packages
are usually more cost- and space-effective, yet soldering of SMT packages on the PCB
requires more expensive equipment.

Plastic has been the dominating material for IC packages for many years, although
it has the disadvantage of being permeable to environmental moisture. Ceramic packages
are used when power dissipation, performance or environmental requirements justify the
relatively higher cost. Some common IC package types are:

Dual In-line Packages (DIP) This PTH package has been the most dominant IC
package type for more than 20 years. DIP have the advantage of low cost but their
dimensions can be prohibitive, especially for small, portable products. DIP are also
characterized by their high interconnect inductances, which can lead to significant noise
problems in high-frequency applications. The maximum pin count of DIP is typically
limited to 64.

Pin Grid Array (PGA) Packages This PTH package type offers a higher pin count
(typically 100 to more than 400 pins) and higher thermal conductivity (hence, better
power dissipation characteristics) compared to DIPs, especially when a passive or active



heat sink is attached on the package. The PGA packages require a large PCB area, and
the package cost is higher than DIP, especially for ceramic PGAs.

Chip Carier Packages (CCP) This SMT package type is available in two varia-
tions, the leadless chip carrier and the leaded chip carrier. The leadless chip carrier is
designed to be mounted directly on the PCB, and it can support a highpin count. The main
drawback is the inherent difference in thermal coefficients between the chip carrier and
the PCB, which can eventually cause mechanical stresses to occur on the surface of the
PCB. The leaded chip carrier package solves this problem since the added leads can
accomodate small dimension variations caused by the differences in thermal coefficients.

Quad Flat Packs (QFP), This SMT package type is similar to leaded chip
carrier packages, except that the leads extend outward rather than being bent under the
package body. Ceramic and plastic QFPs with very high pin counts (up to 500) are
becoming popular package types in recent years.

Multi-Chip Modules (MCM) This IC package option can be used for special
applications requiring very high performance, where multiple chips are assembled on a
common substrate contained in a single package. Thus, a large number of critical
interconnections between the chips can be made within the package. Advantages include
significant savings of overall system size, reduced package lead counts and faster
operation since chips can be placed in very close proximity.

Table 14.1 provides some data on the characteristics of commonly used packages.
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Table 14.1. Some characteristics of 64-68 pin packages.

Parameter Package type

DIP DIP Leadless Leaded
(ceramic) (plastic) PGA chip carrier chip carrier

Max. lead R 1.1 0.1 0.2 0.2 0.1
('Q)

Max. lead C 7 4 2 2 2
(pF)

Max. lead L 22 36 7 7 7
(nH)

Thermal R 32 5 20 13 28
(0CIW)

PCB area 18.7 18.7 6.45 6.45 6.45
(cm2)
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CHAPTER 14 Computer-aided design (CAD) tools are essential for timely development of integrated
circuits. Although CAD tools cannot replace the creative and inventive parts of the design
activities, the majority of time-consuming and computation intensive mechanistic parts
of the design can be executed by using CAD tools. The CAD technology for VLSI chip
design can be categorized into the following areas:

* High level synthesis
* Logic synthesis
* Circuit optimization
* Layout
* Simulation
* Design rules checking

Synthesis Tools

The high-level synthesis tools using hardware description languages (HDLs), such as
VHDL or Verilog, address the automation of the design phase in the top level of the design
hierarchy. With an accurate estimation of lower level design features, such as chip area
and signal delay, it can very effectively determining the types and quantities of modules
to be included in the chip design. Many tools have also been developed for logic synthesis
and optimization, and have been customized for particular design needs, especially for
area minimization, low power, high speed, or their weighted combination.

Layout Tools

The tools for circuit optimization are concerned with transistor sizing for minimization
of delays and with process variations, noise, and reliability hazards. The layout CAD
tools include floorplanning, place-and-route and module generation. Sophisticated
layout tools are goal driven and include some degree of optimization functions. For
example, timing-driven layout tools are intended to produce layouts which meet timing
specifications.

Automatic cell placement and routing programs constitute a very important category
of physical design automation tools. One of the most challenging tasks in cell-based
design automation is achieving an optimum or near-optimum placement of all standard
cells on chip, so that the signal routing between the cells can be accomplished with
minimum interconnect area and minimum delay. Since the problem of finding the
optimum placement for thousands of standard cells is usually too costly to be solved as
a formal geometrical placement problem, various heuristic methods (such as the min-cut
algorithm and the simulated annealing algorithm) are employed to find a near-optimum
solution in most cases.

Once the physical locations of all the cells in a design are determined, an automatic
routing tool is used to create the metal interconnections between the cell terminals, based
on the gate netlist (formal gate-level circuit description). As in the case of automatic
placement tools, a number of heuristic approaches are applied to minimize the compu-
tational burden of finding a near-optimum routing solution.



Simulation and Verification Tools

The simulation category, which is the most mature area of VLSI CAD, includes many
tools ranging from circuit-level simulation (SPICE or its derivatives, such as HSPICE),
timing level simulation, logic level simulation, and behavioral simulation. Many other
simulation tools have also been developed for device-level simulation and process
simulation for technology development. The aim of all simulation CAD tools is to
determine if the designed circuit meets the required specifications, at all stages of the
design process.

I Logic simulation is performed mainly to verify the functionality of the circuit, i.e..,
to determine if the designed circuit actually has the desired logic behavior. The gate-level
abstraction of the circuit structure is sufficient to verify logic functionality; detailed
electrical operation of individual gates is not a concern of logic simulation. A number of
test vectors (inputs) are applied to the circuit during logic simulation, and the outputs are
compared with expected output patterns. While limited gate-delay information can also
be incorporated in logic simulation tools, the detailed analysis of critical time-domain
behavior is always accomplished by electrical simulation.

Circuit-level or electrical simulation tools are routinely used to determine nominal
and worst-case gate delays, to identify delay-critical signal paths or elements, and to
predict the influence of parasitic effects upon circuit behavior. To accomplish this, the
current-voltage behavior of every transistor and every interconnect in the circuit is
represented by a detailed physical model, and the coupled differential equations describ-
ing the temporal behavior of the circuit are solved in the time-domain. Hence, the
computational cost of circuit-level simulation is several orders of magnitude higher than
logic simulation. The identification of all parasitic capacitances and resistances from
mask layout data (layout extraction) must be performed prior to circuit-level simulation,
in order to obtain reliable information about the time-behavior of the circuit.

The design rules checking CAD category includes the tools for layout rules
checking, electrical rules checking, and reliability rules checking. The layout rules
checking program has been highly effective in weeding out potential yield problems and
circuit malfunctions.
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Exercise Problems

14.1 An ADD/SUBTRACT logic circuit is shown below. It performs the ADD
operation for P = 0 and SUBTRACT for P = 1.

(a) Draw an equivalent CMOS logic diagram by noting that most CMOS gates,
except for the transmission gate and XOR, are inverting. For example, the
AND gate is implemented with NAND followed by an. inverter.

(b) By using the gate array platform given on page 597, implement the CMOS
circuit as compactly as possible with the aspect ratio, which is the ratio of
vertical dimension to horizontal dimension, as close to 1 as possible.
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14.2 For the CMOS circuit in Problem 14.1,

(a) First develop a small library of CMOS cells.

(b) Place the cells into a single row and interconnect them with proper ordering
such that the total interconnection wire length is minimized.

14.3 A measure of'design productivity predicts the required engineer-months in terms
of design implementation styles, such as repeated transistors (RPT), non-repeat-
able unique transistors (UNQ), PLA, RAM, and ROM transistors, the experience
level of engineers (yr), the productivity improvement per year (D), and the design
complexity(H). The formula proposed by Fey is

Engineer - Months (EM) = (1 + D)iYr [A + BkH]

where the number k of equivalent transistors in the design is expressed by

k=UNQ+C RPT+E PLA +F RM +G ViR 7J

In this formula, the transistor count is in units of thousands and the coefficients A,
B, C, D, E, F, G and H are model parameters which depend on the designers'
experience and CAD tool support. The parameter (yr) represents the number of
years since the extraction time of the model parameters. A set of sample values for
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596 theseparameters areA=0, B = 12, C = 0.13, D =0.02,E=0.37, F= 0.65, G= 0.08,
andH= 1.13.

CHAPTER 14
(a) Discuss how one would extract the model parameters within a design

organization.

(b) A 24-bit floating-point processor has been designed using 20,500 repeated
transistors, 10,500 unique transistors, 105,500 RAM transistors, and 150,200
ROM transistors. Calculate the expected engineer-months (EM) by assum-
ing the experience year value of yr=3. Note that the transistor counts in the
formula are in units of thousands, for instance, UNQ=10.5, not 10,500.

14.4 A large-scale fast prototyping system has been produced by using a very large
array of field programmable logic arrays (FPGAs).

(a) Discuss the pros (features) and cons (weaknesses) of such prototyping
systems for proof of design concepts and verification in view of effort and
speed performance of the design.

(b) How would you compare the hardware prototyping method with the com-
puter simulation method ?

14.5 As the design complexity increases with increasing number of on-chip transistors,
the on-chip noises have become more pronounced. Discuss the impact of packag-
ing in suppressing on-chip noises in view of the numbers and strategic placement
of ground and power pads, and the numbers of ground and power planes.

14.6 The testing of VLSI chips at speed has become increasingly more difficult due to
undesirable parasitic effects in a testing environment. Also the cost of high-speed
testing machines has become very high and, hence, in reality it has become
difficult for smaller manufacturers to procure such equipment. Discuss what
problem would the chip testing only at lower speed cause for systems houses which
take such chips to develop systems at speed. What alternative ways can be used to
ease the problem in the absence of at-speed testers ?

14.7 Draft plans for developing a chip as a function of design turnaround time and
development cost. In particular, what particular design style would be chosen
when the customer requires that the chip be delivered in one month, six months,
and one year, respectively ?
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CMOS Gate Array Platform (for Problem 14.1)
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CHAPTER 15

DESIGN FOR
MANUFACTURABIITY

15.1. Introduction

Digital circuits should be designed such that fabricated circuits meet the specifications
for their performances, such as speed and power dissipation, under all operating
conditions. However, random fluctuations in fabrication processes cause an undesirable
spread in the circuit performance. Also, random variations in the circuit operating
conditions, such as the power supply voltage VDD and the operating temperature, result
in variations in the circuit performance. Excessive deviations of performance can lead to
a significant yield loss and thus can increase the unit cost of the product. It is, therefore,
important that the effect of these inevitable statistical variations in the processing and
environmental conditions be considered early on during the design of the circuit. The
circuit performance should be made least sensitive to these variations and should have
enough margins that a large fraction of the manufactured circuits pass the acceptability
criteria. This is the essential motivation for design for manufacturability (DFM).

The term design for manufacturability (also called statistical design in computer-
aided design literature) encompasses many methodologies and techniques. In this
chapter, we briefly discuss some important issues in design for manufacturability which
have an impact on digital circuit design techniques. In particular,. these issues are
parametric yield estimation, parametric yield maximization, worst-case analysis, and
variability minimization. We will discuss formulation of the problems and some simple
solution strategies for each of these issues.



The relationship between processing and device parameters and their effect on 599
circuit and system performances are shown in Fig. 16.1.
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Figure 15.1. Relationship between process and device parameters and circuit and system
performance.

15.2. Process Variations

Figure 15.2 shows a plot of SPICE simulation results for the output waveform of a 4-bit
adder circuit for nominal VDD = V at room temperature. It can be seen that the output
varies significantly due to variations in device parameters caused by process fluctuations.
Although a common set of masks is used to fabricate integrated circuits, some chips will
have short delay times while others will have long delay times. In other words, circuit
performances can vary significantly due to uncontrollable variations in the fabrication
lines. Thus, an important design task is to minimize the impact of process variations on
the circuit performances.

As discussed in Chapter 2, the fabrication procedure of CMOS integrated circuits is
highly complex. Most submicron MOS technologies use more than 10 masks for over 100
steps of chemical processes to deposit oxide layers and photoresist materials, to transfer
mask patterns to wafers with optical lithography, followed by chemical etchings. Even
with computer-controlled high-precision fabrication steps, some errors in mask align-
ment, doping or implantation of targeted amounts of impurities, chemical etching of
polysilicon gate lengths of MOS transistors, and thickness control of the thin-gate oxide
layer are inevitable.

The performances of digital circuits critically depend on the I-V characteristics of
MOS transistors and the parasitics in interconnection lines, both of which can vary due
to process variations. A particular transistor on a chip can have a much higher or lower
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drain current than its counterpart on a different chip on the same wafer. This variation can
be even larger for chips on different wafers. A similar statement can be made for the
parasitic resistances and capacitances in interconnection structures. In this chapter, we
will concentrate on the variation of transistor characteristics because it has a larger
impact, although the variation of interconnection parasitics is becoming non-negligible.
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Figure 15.2. Process-related variation in output waveform of a 4-bit adder.

We recall that the drain current of an MOS transistor can be described by

Id = UCOX f (VDS, VGS, VT)L
(15.1)

where is the mobility of electrons in nMOS (holes in pMOS),
C = ox is the gate oxide capacitance per unit area,
WIL is the ratio of the channel width to channel length, and
VT is the threshold voltage of the transistor.

The mobility of majority carriers in the surface channel depends on the doping level in
the substrate or tub. The threshold voltage depends on the flatband voltage of the MOS
system and the substrate doping. Also, C0x is inversely proportional to the gate oxide layer
thickness tx. Thus, random fluctuations in M, tx, W/L, and VT will cause corresponding
variations in the drain current even under the same biasing conditions. These random
variations in the drain current may be translated into random variations in circuit
performances such as delay times, power consumption, and logic threshold voltage.
Among the quantities in (15.1), the only designable parameter under the jurisdiction of
the designer is the nominal value of the aspect ratio, WIL. Thus, in order to make the
circuit performance less sensitive to process variations, the most obvious design choice
is to determine the optimal values of W and L for various MOS transistors in the circuit.
Also, a more careful layout with proper orientation of transistors can be done to make the



processed circuit less sensitive to process variations (this is even more important for
analog circuits). In digital circuits, the value of L is usually chosen to be the minimum
value allowed, except for sensitive circuits such as the level shifter described in Chapter
13 and memory cells for which the channel leakage is a great concern. In analog circuits,
the L value may be made an order of magnitude larger than the minimum value to
minimize the sensitivity of circuit performances to process variations.

15.3. Basic Concepts and Definitions

In this section, we introduce some basic concepts and define terms commonly used in
design for manufacturability.

Circuit Parameters

Due to random variations in manufacturing processes and operating conditions, it is
expected that the actual values of circuit parameters will be different from their nominal
or target values. For instance, the actual channel width W of a MOS transistor can be
decomposed into a statistically varying component AW and a nominal component WI,
i.e., W= WI + AW. In general, any circuit parameter can be considered to have a nominal
component and an uncontrollable statistically varying component as shown in Table
15.1.

In this table, the geometrical parameters have a nominal component which can be set
to particular values by the circuit designer. Such a nominal component is said to be
designable or controllable, e.g., WO and LO. The statistically varying component of the
geometrical parameters is called the noise component, and it represents the uncontrol-
lable fluctuation of a circuit parameter about its designable component, e.g.,
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Actual = Nominal + Random

Geometrical Parameters

MOS channel width W = Wo + AW

MOS channel length L = I! + AL

Device Model Parameters

Threshold voltage VT = VT ! + AVT

Gate oxide thickness to. = to + Ato,

Mobility ,u = A ° + Au

Operating Conditions

Power supply voltage VDD = VDD + AVDD

Temperature T = To + AT

Table 15.1. Circuit parameters as sum of the nominal and random components.



602 AW and AL. For the device model parameters and operating conditions, the nominal
component is not under the control of the designer and is set by nominal processing and

CHAPTER 15 operating conditions. For these parameters, the nominal and random components are
together called the noise component, e.g., VT and VDD. In general, we can express any
circuit parameter xi as

xi ~ di + s (15.2)

where di is the designable component and s is the random noise component. For circuit
parameters which do not have a designable component, di is set to zero. Similarly, for
circuit parameters which are completely controllable, si is set to zero.

All of the designable components are commonly grouped to form a set of parameters
called designable parameters. These parameters are denoted by the vector d. Similarly,
all of the noise components are grouped to form the set of noise parameters. These are
denoted by the random vector s. Vectorially, (15.2) can be written as

x = d + s (15.3)

Other commonly used terminology classifies the noise parameters based on whether their
variation is related to fluctuations in manufacturing processes or operating conditions.
The former are referred to as internal noise parameters and the latter as external noise
parameters. For instance, VT is considered to be an internal noise parameter, while VDD
is an external noise parameter.

Noise Parameter Distributions

A noise parameter is treated as a random variable. Since each circuit parameter consists
of a designable component and a noise component, it can also be treated as a random
variable. Any random variable is characterized by a probability densityfunction (and by
a mean and a standard deviation which depends on the density function). The vector of
noise parameters s can be considered to be a random vector and is characterized by ajoint
probability densityfunction (jpdf). We will denote thejpdfof the noise parameters byf(s).
The vector of circuit parameters x is also a random vector and its jpdf is denoted by f(x)
or f(d+s). The second notation emphasizes that the variability of circuit parameters
comes from the noise components, but thejpdfmay depend on the designable parameters.

The statistical distributions of the internal noise parameters can be obtained via test
structure measurements and parameter extraction. However, to simplify the analysis, a
commonly used assumption is that the internal noise parameters have a Gaussian
distribution, while the external noise parameters are uniformly distributed random
variables (Fig. 15.3). The internal noise parameters are statistically correlated due to the
sequential nature of the processing steps. The external noise parameters are, however,
statistically independent random variables. Hence, the internal noise parameters are
treated as a correlated Gaussian random vector and the external noise parameters as an
independent uniform random vector. When noise vector s is multivariate Gaussian, then
its distribution can be completely characterized by its mean vector g and the covariance
matrix Q, i.e., s - MVG(, , Q).
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Figure 15.3. Probability density function for (a) a Gaussian and (b) a uniform random variable.

Circuit Performance Measures

A circuit performance measure is used to monitor the functionality of the circuit. For
example, the propagation delay of an inverter or the signal skew between various
branches of a clock distribution tree can be considered to be performance measures.

VDD

Vin * Vout

Clad

Figure 15.4. A CMOS inverter circuit.

Consider the simple CMOS inverter circuit shown in Figure 14.4. Let us make the
following assumptions about the circuit parameters to illustrate some basic concepts:
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604 (i) The widths and lengths of the MOS transistors are fixed and are not subject to statistical
variations, i.e., W1, L1, W2, and L2 are designable parameters.

CHAPTER 15
(ii) The internal noise parameters are the threshold voltages of MN and MP, Vrfl and V
and the common gate oxide thickness tX. We assume for simplicity that these random
variables are uncorrelated (independent) and Gaussian. The threshold voltage VT,, has a
mean of 0.8 V and a standard deviation of 0.17 V, VT has a mean of-0.9 V and a standard
deviation of 0.17 V, and to0 has a mean of 27.5 nm and a standard deviation of 4.17 nm.

(iii) The external noise parameters are the power supply voltage VDD, which is uniformly
distributed in the range [4.8 V, 5.2 V], and the operating temperature T, which is
uniformly distributed in the range [30 OC, 90 0C]. Moreover, VDD and Tare considered
to be independent random variables.

Suppose that we are interested in the propagation delay of the inverter as the
performance measure. The propagation delay of a CMOS inverter Tp is given by (6.4),
while the expressions for the high-to-low and low-to-high propagation delays are given
in (6.22b) and (6.23b) and are repeated here for convenience.

= Cload 2 VT, , +ln( 4(VDD VT,) 1>j (l5.4
kfl(VDD-VTf) VDD VT,. VDD

TPL Cioad [ 2|V1Ip 4(VDD- VTPl) 11
rPLH k(VHod ) [VDD-+VT,4 n VDD J] (15.4b)

It can be seen from the above equations that the two propagation delays are
dependent on the widths and lengths of the MOS transistors, as well as on their threshold
voltages and gate oxide thicknesses. The dependence on the power supply voltage is also
evident. Although the dependence on the operating temperature is not shown explicitly,
the temperature influences the propagation delay by affecting device parameters such as
the mobility and threshold voltage of the MOS transistors. One can generalize from the
above observation that a performance measure r is a function of the designable, internal
noise and external noise parameters of the circuit, i.e.,

r = r(d + s) = r(x) (15.5)

In some cases (as in the propagation delays above), it may be possible to express a
performance measure by a closed-form analytical equation in terms of the circuit
parameters of interest. In many cases, however, especially for large circuits, it is not
possible to express the performances as explicit functions of the circuit parameters. In
such cases, the value of a circuit performance for given values of the circuit parameters
can be obtained by circuit simulation.



When the internal and external noise parameters are assumed to be fixed at their 605
mean values, the corresponding circuit performance value is called the nominal value.
Since it depends on the designable parameters alone, the nominal value of a performance Design for
r is denoted by Manufacturability

ro (d) = r(d + s) (15.6)

where s0 is the mean vector of the noise parameters. For the inverter example, the nominal
value of the propagation delayp is computed to be p = 0.186 ns for a load capacitance
of Cload = 0.5 pF.

Due to inevitable statistical variations, there is a spread in the performance values
about the nominal value. To demonstrate the variability in circuit performances, we fix
the designable parameters (MOS channel lengths and widths) and vary the internal and
external noise parameters. First, we vary VT,,VTp, and t according to their statistical
distribution while keeping the external noise parameters fixed. For each of the 1000
samples obtained in this manner, the T value is computed from SPICE simulation results.
Figure 15.5 compares the transient waveforms for the best (smallest delay) and worst
(largest delay) cases among these samples with the nominal case. The histogram of the
propagation delay distribution is plotted inFigure 15.6. This histogram shows that theT
values are distributed mostly in the range [0.1 ns, 0.25 ns]. Next, we vary the external
noise parameters VDD and T while keeping the internal noise parameters fixed at their
nominal values. The histogram for this case is plotted in Figure 15.7 and shows that the
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Figure 15.5. Comparison of waveforms for the nominal, best, and worst cases.

The circuit performance measure, which is a function of the random circuit param-
eters, is also a random variable. Therefore, a performance measure will have a mean value
and a standard deviation. The histograms in Figs. 15.6- and 15.7 show the approximate
form of the distribution of p. The relationship between a performance measure and the
circuit parameters is often not known explicitly. Thus, the probability distribution of a
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performance is also not known explicitly, and its mean and standard deviation have to be
estimated. For the inverter example and for the case of internal noise parameter variations
alone (i.e., the case corresponding to the histogram of Fig. 15.6), the mean and standard
deviation of Tp are estimated to be 0.184 ns and 0.023 ns, respectively. Note that the
nominal value of a performance is not the same as its mean. However, like the nominal
value, the mean and standard deviation of a performance measure are functions of the
designable parameters alone, since the effects of the noise parameters have been
"averaged out."

0
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Figure 15.6. Histogram showing variation of rp with VT., VTPI and tx.
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Figure 15.7. Histogram showing variation of rp with VDD and T. Note that the range of the
distribution of delay values is much smaller than in Fig. 15.6.



Parametric Yield and Performance Variability

Another important concept related to circuit performance is the yield. Minimization of
yield loss is the central notion of design for manufacturability. There are a large number
of factors which lead to yield losses: material defects, lithography misalignments,
processing variations, and insufficient design margins. Catastrophic faults are shorts and
opens which cause malfunctioning of the circuit, whereas parametric faults are shifts in
device and circuit performances. A circuit under parametric faults may be logically
functional but may fail to meet some performance specifications. Each circuit perfor-
mance is associated with a specification which determines its acceptability. A circuit is
said to be acceptable if each of its performances satisfies the corresponding specifica-
tions. The yield (also called parametric yield to distinguish it from the functional yield)
is defined as the fraction of the total number of manufactured circuits that is acceptable,
i.e.,

total number of acceptable circuitsparametric y eld = nui
total number of manufactured circuits
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The yield of a circuit directly determines the profitability of the product, hence, the
maximization of yield is the primary motivation of design for manufacturability. In the
preceding inverter example, suppose that we are considering variations in the internal
noise parameters alone and that the acceptability criterion is that rp should be less than
0.19 ns. From the histogram of Fig. 15.5, it can be seen that a large fraction of the sampled
circuits would fail the acceptability criterion, which would lead to a poor yield of 61.2%.
Note that a poor parametric yield may result even when the nominal value of the
performance meets the specifications.

The variability of a circuit performance is a measure of the spread in the performance
values due to uncontrollable statistical variations in the circuit parameters. The minimi-
zation of variability is another important task in design for manufacturability, since it
results in uniform products which are more desirable. Several measures of variability are
used in practice: the standard deviation or variance, the ratio of the standard deviation and
the mean, the range of the performances, etc.

To summarize the various points and observations made in this section:

* Circuit parameters are composed of designable and noise components.
* Noise parameters represent the statistical variations due to manufacturing

and environmental fluctuations.
* Designable parameters are deterministic, while noise parameters are random.
* Circuit performances are functions of designable and noise parameters.
* Circuit performances are characterized by a probability distribution, which

usually has to be estimated.
* A circuit with acceptable nominal performances may have low parametric

yield.
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15.4. Design of Experiments and Performance Modeling

Suppose that there are n circuit parameters of interest denoted by x = (xl, x2, ..., Xn). These
circuit parameters can be designable parameters or noise parameters. As noted earlier, a
circuit performance r is a function r(x) of these parameters. Usually, this function is not
known explicitly, and for particular values of x, r has to be evaluated using a circuit
simulator such as SPICE. Circuit simulations are computationally expensive, especially
if the circuit size is large and transient simulations are required. An attractive alternative
would be to construct a compact model of the circuit performance in terms of the
parameters x and then use the performance model instead of the circuit simulator to
evaluate the performance. The utility of such an approach depends on two criteria. First,
the model should be computationally efficient to construct and evaluate so that substan-
tial computational savings can be achieved. Second, the model should be accurate.
Clearly, these two features are conflicting requirements, and some optimal trade-offs
should be made in order to develop a good model.

The next question is how to build such a model. Since the model is to act as a
surrogate to the circuit simulator, it should be built from values of r obtained by circuit
simulations. Figure 15.8 shows the procedure for developing such a model. The model
building procedure consists of four steps. First, m training points are selected in the x-
space. The ih training point is denoted by xi = ( l, x2i, ..., xnj). In the second step, the
circuit is simulated at the m training points, and the values of the performance measure
are obtained from the simulation results as r(xi),...,r(xm). In the third step, a pre-assigned

Circuit parameters SPICE circuit description

Adequate

Figure 15.8. Performance modeling procedure.



function of r in terms of x is "fitted" to the data. In the final step, the model is validated
for accuracy. If the model is not sufficiently accurate, then the modeling procedure is
repeated with a larger number of training points or with different models.

The model is called the response surface model (RSM) of the performance. The
computational cost of modeling depends on m, the number of training points, and on the
procedure of fitting the model to the simulation data. The accuracy of the model is
calibrated.by computing error measures which quantify the "goodness of fit." The
accuracy of the derived model would be influenced greatly by the manner in which the
training points are selected from the x-space. Experimental design techniques are
systematic means of selecting the training points in the "best" possible manner, in the
sense that the smallest number of training points will be required and the most accurate
model can be obtained from them.

Design of experiments (DOE) is an established branch of statistics, and has been used
successfully in many manufacturing fields since the 1920s. In this chapter, we provide
a brief glimpse into this discipline by discussing some commonly used DOE techniques
in the context of design for manufacturability of integrated circuits. To illustrate certain
points, it is convenient to assume that the RSM of the performance measure r is a
quadratic polynomial in the circuit parameters xi, i=1, 2,..., n. In particular,

n n n

r'(x) = ao+ ax + YA x+ ajX Xj
i=1 =1 j=i
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is the RSM used, where the coefficients a0, ai, and caij are the fitting parameters in the
model. Note, however, that the discussion is valid for any other RSM as well.

Factorial Design

In this experimental design technique, each of the parameters xl, x2, ..., xn is quantized
into two levels or settings (the smallest and largest values in its range). Without any loss
of generality, we can assume that these values are -1 and +1 for each parameter after
normalization. A full factorial design consists of all possible combinations of values for
the n parameters. Therefore, a full factorial design for n parameters has 2" training points
or experimental runs. The design matrix for the case of n = 3 is shown in Table 15.2 and
the design is depicted in Fig. 15.9. The perfomance data for the kth run are denoted by rk.
The full factorial design provides much information on the relationship between the
parameters xi and the performance r. For example, one can evaluate the main or individual
effect of a parameter xi, which quantifies how much the parameter affects the perfor-
mance. The main effect is the difference between the average performance value when
the parameter is at the high level (+1) and the average performance value when the
parameter is at the low level (-1). The main effect of xi is the coefficient of the xi term in
the RSM of (15.8). One can also determine the interaction effects of two or more
parameters which quantify how those factors jointly affect the performance. Two factor
interactions can be computed as the difference between the average performance value
when both parameters are at the same level and the average performance value when the
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1

2

3

4

5

6

7

8

XI X2 X3

-1 -1 -1

-1 -1 +1

-1 +1 -1

-1 +1 +1

+1 -1 -1

+1 -1 +1

+1 +1 -1

+1 +1 +1

Interactions

Xl XX2 XlXX 3 X2 XX 3 XXX2 XX 3

+1 +1 +1 -1

+1 -1 -1 +1

-1 +1 -1 +1
-1 -1 +1 -1
-1 -1 +1 +1

-1 +1 -1 -1

+1 -1 -1 -1

+1 +1 +1 +1

Table 15.2. Full factorial design for n = 3.

(-1,+1,-

(-1,-1,-

~ 1,+ 1+ 1)

-1,-1,+1)

Figure 15.9. Pictorial representation of fullifactorial design for n = 3.

parameters are at different levels. The two-factor interaction effect of parameters xi and
-is the coefficient of the xixj term in (15.8). Higher-order multifactor interactions can

be computed in a recursive manner.
Thus, the full factorial design allows us to estimate all the first-order and cross-factor

second-order coefficients in the RSM of (15.8). However, it does not allow us to estimate
the coefficients of the pure quadratic terms xi2. Moreover, the number of experimental
runs increases exponentially with the number of parameters. In most modeling situations,
the information about the high-order multifactor interaction effects is often unnecessary
and unimportant. It is possible to reduce the size of a full factorial design without
compromising the accuracy of the main effects and the low-order interaction effects that
are of primary interest. This is accomplished by considering only a fraction of the original
full factorial design by systematically eliminating some of the runs. Such designs are

r

rl

r2
r3

r4

r5
r6

r7
r8



611
Parameters Interactions

Run

2
3
4

XI X2 X3

-1 -1 +1

-1 +1 -1
+1 -1 -1

+1 +1 +1

XlXX 2 XXX3 X2 XX 3 X1 XX 2 XX 3

+1 -1 -1 +1

-1 -1 -1 +1

-1 +1 +1 +1

+1 +1 +1 +1

r Design for
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r2

Table 15.3. Half-fraction of full factorial design for n = 3.

calledfractionalfactorial designs. If k is the degree of the fraction (k = is a half fraction,
k = 2 is a quarter fraction, etc.), then such designs have 2 n-k experimental runs and are
called 2n-k designs. One of the half-fractions of the full factorial design of Table 15.2 is
shown in Table 15.3. We observe that some of the columns of Table 15.3 are identical.
It is not possible to distinguish between effects that correspond to identical columns. Such
effects are said to be confounded or aliased with each other. In the fractional design of
Table 15.3, we see that the main effect of X3 is confounded with the interaction effect of
xl and x2. Moreover, the column x x2 x X3 is identical to a column of s. This implies
that the three-factor interaction effect is confounded with the grand average of the
performances. Confounding, however, is not really a problem since in most applications,
high-order multifactor interactions are negligible and may be ignored. In the quadratic
RSM in (15.8), only main effects and two-factor interaction effects are important, and it
can be assumed that all higher-order interactions are absent. One of the most important
attributes of fractional factorial designs is that these designs are orthogonal, which allows
the model coefficients to be estimated with minimum errors.

Central Composite Designs

As mentioned above, one of the problems of factorial designs in regard to the RSM of
(15.8) is that the coefficients of the pure quadratic terms cannot be estimated. This can
be done with a central composite design, which is a combination of a factorial (full or
fractional) and a "star" design. Figure 15.10 shows the central composite design for the
case of n = 3. The factorial design is the "cube" design shown in dotted lines, while the
star design is shown in solid lines. Each parameter in this design can take on five levels,
0, ±1, ±y, where 0 < < 1, and the star section of the design consists of
(2n + 1) runs, which includes

* one center point, where all parameters are set to 0, and
* 2n axial points, with the axial-pair values set to -y and +y while all other

parameters are set to 0.

The parameter y is usually selected by the designer. The main advantage of the central
composite design is that all the coefficients of (15.8) can be estimated using a reasonable

number of simulations.
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Figure 15.10. Central composite design for n = 3.

Taguchi's Orthogonal Arrays

Another popular experimental design technique is Taguchi's method using orthogonal
arrays (OAs). An orthogonal array is a fractional factorial design matrix which allows
a balanced and fair comparison of levels of any parameter or interaction of parameters.
These orthogonal arrays are readily available in a table format and they are of two types.
The first category of OAs corresponds to parameters which have been quantized to two
levels, and the second corresponds to OAs where the parameters are quantized to three
levels each. These arrays are often available as tables in textbooks which discuss Taguchi
techniques. As an example, we show the L18 OA in Table 15.4. The number in the
designation of the array indicates the number of trials or experimental runs. The L1 8 OA
belongs to the second category of designs, i.e., each parameter has three levels. In the
Taguchi technique, the experimental design matrix for the designable or controllable
parameters is called the inner array, while that for the noise parameters is called the outer
array. The L 18 design of Table 15.4 can be applied to the inner array as well as to the outer
array.

Latin Hypercube Sampling

The factorial and central composite experimental designs described above set the
parameters to certain levels or quantized values within their ranges. As a result, most of
the parameter space remains unsampled. A more "space filling" sampling strategy would
be more desirable. The most obvious method of obtaining more complete coverage of the
parameter space would be to use the simplest sampling strategy, random sampling, to
obtain the training points in the parameter space. Technically, a random sample is drawn
from a probability density function. We have already noted that the internal and external
noise parameters are random variables and have associated density functions. The

CHAPTER 15 ,i
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designable parameters are, however, deterministic variables. For the purpose of sam-
pling, we assume for a designable parameter that any value within its range is equally
likely. In other words, we assume that the designable parameters are independent and
uniformly distributed random variables for sampling. Once the random samples are
generated, the circuit is simulated and the values of the performance measure are
computed. Random samples are theoretically convenient and easy to generate, and many
inferences can be drawn about the probabilistic distribution of the performance. This sort
of random sampling is also known as Monte Carlo sampling. The problem with random
sampling is that a large number of samples is required to estimate quantities with
sufficiently small errors. Moreover, a random sample may not be very space-filling
either. This can be understood by considering the bell-shaped Gaussian density function
of Fig. 15.3(a). In random sampling, values near the peak of the bell-shaped curve would
be more likely to be selected in the sample since such values have a greater probability
of occurrence. Stated differently, values away from the central region of the distribution
would not be well represented in the sample.

Parameters

Run 1 2 3 4 5 6 7 8

1 1 1 1 1 1 1 1 1
2 1 1 2 2 2 2 2 2

3 1 1 3 3 3 3 3 3

4 1 2 1 1 2 2 3- 3

5 1 2 2 2 3 3 1 1

6 1 2.3 3 1 1 2 2

7 1 3 1 2 1 3 2 3

8 1 3 2 3 2 1 3 1

9 1 3 3 1 3 2 1 2

10 2 1 1 3 3 2 2 1

11 2 1 2 1 1 3 3 2

12 2 1 3 2 2 1 1 3

13 2 2 1 2 3 1 3 2

14 2 2 2 3 1 2 1 3

15 2 2 3 1 2 3 2 1

16 2 3 1 3 2 3 1 2

17 2 3 2 1 3 1 2 3

18 2 3 3 2 1 2 3 1
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Latin hypercube sampling (LHS) is a sampling strategy that alleviates this problem.
It ensures that each parameters has all portions of its distribution represented by sample
values. If S is the sample size, then the range of each x, i= 1, 2,.. ., n, is divided into S non-
overlapping intervals of equal marginal probability 1/S. Each such interval is sampled
once to obtain S values for each of the parameters. The S values for one parameter are then
randomly paired with the S values of another, and so on. The process is illustrated in Fig.
15.11, where x is a uniform random variable, x2 is a Gaussian random variable, and S =
5. Note that the (marginal) probability is the area under the individual probability density
curves. Therefore, intervals with equal probability are those with equal areas under the
probability density curve. For the uniform random variable x,, such intervals are of equal
length. For x2, the central intervals have smaller lengths (since the density there is higher)
than the intervals away from the center (where the density is lower). Figure 15.11 also
shows that S = 5 values are chosen from each region for both xi and x2 (shown as open
circles). These values are then randomly paired so as to obtain the sample points (shown
as filled dots). This example also illustrates some of the advantages of Latin hypercube
sampling. First, LHS provides more uniform coverage of the input parameter space than
other experimental design techniques. Second, a sample of any size can be easily
generated and all types of probability densities are handled.

.Co

coJ

| I in Probability density

x1 (Uniform)

Figure 15.11. Latin hypercube sampling for a uniform and a Gaussian parameter.

Model Fitting,

Once the experimental design is done to select the training points in the x-space, the
circuit is simulated at the training points and the values of the performance measure are
extracted from the simulation results. Let S denote the number of training points. Now,



we have S points in the x-space and corresponding values of r. We will describe the
technique of fitting the quadratic RSM of (15.8) with the understanding that the same
techniques can be used to fit any RSM. The aim in model fitting is to determine the
coefficients in the model such that the model fits the data as accurately as possible, i.e.,
the fitting error is minimized. The number of coefficients in the quadratic RSM of (15.8)
is C = (n+ 1)(n+2)/2, where n is the number of model parameters. There are interpolation
methods which can be used to fit the quadratic RSM with a smaller number of data points
than coefficients, i.e., with S < C. But we will restrict ourselves to the case of S > C. If
S = C, there are as many equations as unknowns, and simple simultaneous equation
solving will provide the values of the coefficients. In such a case, there is no attempt to
minimize any fitting error. It is, therefore, a better practice to collect more data points than
the number of coefficients so that the optimal set of model coefficients can be determined.
This method is called least-squares fitting (in a numerical analysis context) or linear
regression (in a statistical context). The error measure used is called the sum of squared
errors and is given as

s

e = (r(xk) - r' (Xk ))2

k=1
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where r(xk) is the simulated performance value at the kth data point, and r(xk) is the
model-predicted value. Note that r'(xk), and therefore e, depends on the model coeffi-
cients. The aim of least-squares fitting is to obtain the values of the coefficients such that
the error is minimized. Formally stated, least-squares fitting is the following optimization
problem:

minimize = (r(Xk) - r (xk))2] (15.10)

The error e is used to determine the adequacy of the model. If the model is considered to
be inaccurate, the modeling procedure has to be repeated with a larger number of training
points or a different design strategy, or a different model of the performance may have
to be used. There are several measures of accuracy of a model, but these are available in
many statistics textbooks and are not discussed here.

15.5. Parametric Yield Estimation

The parametric yield is used to characterize the manufacturability of a circuit. As defined
in (15.7), parametric yield is the fraction of manufactured circuits that meet all accept-
ability criteria. Let r = (r1 , r2, ..., rp) denote thep circuit performance measures of interest.
Each performance has acceptability specifications which can be expressed as

ak <rk <bk, k=1,2P.p (15.11)



616 where a denotes the lower limit and bk the upper limit of acceptability for the kth
performance. The specifications on the circuit performances define an acceptability

CHAPTER 15 region in the p-dimensional performance space denoted by A, and expressed as

Ar = {rlak < rk bk, k = 1, 2,..., p} (15.12)

For example, consider an adder circuit where the performances are the power dissipation
Pd and the propagation delay vp. Suppose the specifications are as follows.:

Pd <0. 5 mW
Tp <0.16 ns (15.13)

Tp ns]

0.16

0-

V

Acceptable Region

Ar

_ I*' Pd [mW
0 0.5

Figure 15.12. Region of acceptability in porace space for adder example.

Figure 15.12 illustrates the acceptability region in the performance space for the above
case. The parametric yield is defined-as tefaction of manufactured circuits that are
acceptable, and since the circuit performances are random variables, the parametric yield
can be expressed as

Y =Pr(r Ar) (15.14)

Since the probability density functions of the circuit performances are not known
explicitly, the above probability is difficult to evaluate. Therefore, an alternative
approach is used to estimate the yield.

In addition to the. performance specifications, the circuit parameters may also be
restricted to a subset of the parameter space. These restrictions may arise from physical
considerations such as nonnegative resistance values. Let the allowed circuit parameter
space be represented by X. Then, we can define a region in the circuit parameter space
called the acceptable region or feasible region Ax as follows:

A, ={x~ak <rk(x)<bk, k=1,2,...,pandxeX}( (15.15)



Note the distinction between Ar and Ax: Ar denotes the acceptable region in the
performance space, while Ax denotes the acceptable region in the circuit parameter space.
Clearly, Ax is a subset of X, i.e., X n Ax. The mapping x -* r from the circuit parameter
space to the performance space is determined by the functions rk(x), k = 1, 2,..., p. These
functions are known implicitly (i.e., they have to be evaluated by circuit simulation) or
can be approximated by explicit response surface models as explained in the previous
section. The inverse mapping, r -+ x, from the performance space to the circuit parameter
space is generally not known. Therefore, the boundaries that define the acceptable region
in the parameter space cannot be determined easily.

Figure 15.13 shows an example of a hypothetical acceptable region in the parameter
space for p = 2 and n = 2. Consider the designable parameter vector (also referred to as
the design point) marked P = (dj, d2) on the figure. The circle around this point represents
the actual values (xl, x2) of the circuit parameters that may be realized as a result of
statistical variations. It is easy to see that the circuit parameters of acceptable circuits for
this design point lie in the intersection of the circle and the acceptable regions Ax. In other
words, the parametric yield Y of the circuit for this design point is the area (in a
probabilistic sense) of the intersection. Note that for a given process technology, Y can
be represented as a function of the designable parameters alone, since the noise
components are averaged out when the area is computed. This can be understood from
Fig. 15.13 by realizing that as the design point (which is the center of the circle that
represents parameter variations) is moved toward the center of the acceptable region, the
parametric yield increases.

X2
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rl(x., x2) = b,

xl, x2 ) =b2

r2 (xl, x2) = a2

(I
- xi

Figure 15.13. Acceptable region in the circuit parameter space for p = 2 and n = 2.

rl(xl,



618 Given that the acceptable regionAx consists of circuit parameter values for which the
circuit performances meet specifications, the parametric yield Y at a design point d can

CHAPTER 15 be defined as the probability that the actual circuit parameter x belongs to Ax. Mathemati-
cally,

Y(d) =Pr(x E A) =Pr(d+se A) = ff(d+s)ds (15.16)
AX 

We define an indicator function l(rl,r2, ...,rp) as follows:

R ~1, if ak < rk < bk for all k
I(ri, r2.. rp) =O otherwise (15.17)

Then the yield expression can be rewritten as

Y(d) = | I(r (d + s), r2 (d + s),..., rp (d + s))f(d + s)ds (15.18)

Next, we discuss two simple methods for parametric yield estimation.

Direct Monte Carlo Method

Monte Carlo or simple random sampling is the most widely used method for parametric
yield estimation. The various steps are outlined below.

Step 1: Generate a (large) number of samples of the noise parameters s1, i = 12,..., NMC,
from the joint probability distribution of the noise parameters f(s).

Step 2: Obtain by circuit simulation rl(d+ s), r2 (d+s),...,rp(d+ si), i = 1, 2, ..., NMC

Step 3: Calculate the estimated yield as the fraction of samples that are acceptable.

MC 
Y (d) = N + r(d +si),r2 (d +s,),...,rp (d +si)) (15.19)

The error of the yield estimate is given by

11/2
a.(Y')=[ Y'(1-Y') ~~~~~~~(15.20)

C(' Nmc Il



Thus, the accuracy of the yield estimate is inversely proportional to the square root of the
sample size. The Monte Carlo method has the following advantages:

* It provides the error of the yield estimate.
* The sample size NMC is independent of the number of circuit parameters.
* It makes no restrictive assumptions regarding the nature of the joint probability

density function fts).
* It makes no restrictive assumptions on the nature of the relationship between the

circuit parameters and the circuit performances.

Although various strategies to reduce the sample size, such as variance reduction
techniques, importance sampling, control variates, and stratified sampling, have been
considered, Monte Carlo sampling is still expensive in terms of computational cost due
to the large number of samples and the high cost of circuit simulations.

Performance Model Method

In this method, the response surface models of the circuit performance measures are used
to evaluate the performance values for a given set of circuit parameter values. This avoids
expensive circuit simulations and makes yield analysis feasible. Since the designable
parameter vector d is fixed during yield estimation, the response surface models of the
circuit performances are expressed in terms of the noise parameters alone. These
response surface models are denoted by rk(s), k = 1, 2,..., p. For example, the quadratic
RSMs of (15.8) can be used with xi replaced by si. The various steps of the yield
estimation procedure are enumerated below.

Step 1: Design an experiment and simulate the circuit at the training points.
Step 2: Fit the RSMs of the performances r (s), F2(s),..., Tp'(s) , and improve model

accuracy if required.
Step 3: The parametric yield Y is obtained by Monte Carlo sampling using the RSMs.

Generate a (large) sample of the noise parameters, i.e., s, i = 1, 2,..., NMC, from
the joint density function of s.

Step 4: Compute k'(si), k = 1, 2,..., p and i = 1, 2,..., NMC
Step 5: The estimated parametric yield is given by (15.19) with rk replaced by k'.

This method preserves the advantages of the Monte Carlo method of yield estimation and
at the same time considerably reduces the computational cost.

A Simple Example of Parametric Yield Estimation

Let us consider the simple inverter example of Fig. 15.4. To illustrate the yield estimation
procedure, we make the following assumptions:

(i) The operating conditions are not subject to statistical variations, i.e., there are no
external noise parameters.
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(ii) The channel lengths of MN and MP are also not subject to statistical variations.
Moreover, we assume that both channel lengths are fixed at 0.8 Am. The channel width
of an MOS transistor is the sum of a designable (nominal) component and a noise
component. The designable components are W and W2

0 for transistors MN and MP,
respectively. The corresponding noise components are AWl and AW2.

(iii) Two additional noise parameters arise from random variations in the threshold
voltages of MN and MP (VTn and VTP). We assume that all four noise parameters are
independent Gaussian random variables. Their means and standard deviations (s.d.) are
as follows:

mean = 0 gum,
mean = 0 pm,
mean = 0.8 V,
mean = -0.9 V,

s.d. = 0.03 Am
s.d. = 0.06 Aum
s.d. = 0.067 V
s.d. = 0.067 V

(iv) There are two performance measures of interest. The first is the propagation delay
Tp defined earlier. The second is the area of the circuit. Since it is not possible to evaluate
the area accurately without layout data, we assume that the area is given by the sum of
the products of the widths and lengths of all MOS transistors in the circuit. Furthermore,
since the transistor length is assumed to be fixed, the area measure can be simplified to
be the sum of all transistor widths. Therefore, the area measure Am is given by

Am = W + W2 = WI' + AWI + W2° + 4W2 (15.21)

(v) The specifications on the two performances are: ip < 0.172 ns and Am < 35 gum.

With these assumptions, the parametric yield is computed using the two methods
outlined above at the design point dinit= (W1 = 10,W21= 20), where all of the widths are
shown in units of pm. The value of NMC used in both methods is 1000. In the direct Monte
Carlo method, NMC circuit simulations are used to estimate the parametric yield at d to
be 79.5% (the error of the estimate, according to (15.20), is 1.28%). In the performance
modeling method, 10 circuit simulations are used to construct the following linear RSM
for the propagation delay rp in terms of the noise parameters:

Tr'= 0.169+0.0069 VT,-0 .OO7 l1VTp -0.0007AW1 -0.0008AW2 (15.22)

Note that an RSM for the area measure is not required since (15.21) already expresses it
explicitly in terms of the circuit parameters. Furthermore, as discussed'previously, the
RSM for the propagation delay is given in terms of the noise parameters alone since the
design point is fixed. Based on this RSM, the parametric yield is estimated to be 79.6%
(with an error of 1.27%). 10 circuit simulations were required in the performance
modeling approach as opposed to 1000 simulations used in the direct Monte Carlo
method. This example shows that the performance modeling approach can be quite
accurate and provides a substantial saving in the number of circuit simulations.

AWl:
AW2 :

VTfn:

VTP:
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As noted in the previous section, the parametric yield is a function of the designable Design for
parameter values. Therefore, the designable parameters may be adjusted to maximize the Manufacturability
yield. This is the basic idea of parametric yield maximization. Various yield maximiza-
tion approaches have been proposed over the years. These approaches can be classified
into two categories: Monte Carlo-based methods and geometrical methods.

Monte Carlo-Based Methods

In these approaches, the yield integral of (15.16) or (15.18) is computed by the Monte
Carlo method as before (or improved variants of the Monte Carlo methods), and the yield
is then numerically maximized. Several choices of optimization techniques are available
in the maximization of yield. Some techniques do not require the derivatives of the yield
with respect to the designable parameters. These are, however, slower than those that
require derivative information. Since the yield is a multi-dimensional integral involving
statistical distributions, analytical formulae for the derivatives are usually not available.
There are many sophisticated methods for approximating these derivatives, but the
simplest one uses finite difference methods. In the Monte Carlo-based approaches, the
acceptable region is not explicitly characterized. Rather, the decision as to whether a set
of circuit parameter values belongs to the acceptable region is made by evaluating the
performances and verifying whether they meet the specifications. The evaluation of
circuit performances can be done both by actual circuit simulation as well as by
constructing analytical response surface models for the performances.

Geometrical Methods

These methods build an approximation to the acceptable region Ax and this approxima-
tion is used in the yield maximization. There are two techniques that can be used to
approximate Ax. The first technique progressively builds a geometric approximation,
such as a simplex, toAx. This technique is called simplicial approximation. The simplicial
approximation method has one important drawback: the cost of constructing the approxi-
mation to Ax and maximizing the yield grows exponentially as the number of circuit
parameters increases. This problem is often called the "curse of dimensionality." The
second technique uses analytical models of the circuit performances, such as the response
surface models introduced earlier. Then the boundaries of Ax are given by the constraint
equations, rk = ak and rk' = bk, where rk' denotes the performance model for the kth
performance and ak and bk are the lower and upper acceptability limits, respectively.
Many methods use analytically approximated acceptability regions as they are relatively
inexpensive for a large number of circuit parameters. Once the acceptability region
approximation has been constructed, yield maximization involves a technique called
design centering, which attempts to move the design point towards the center of the
acceptability region. Design centering is an attractive method and many approaches to
design centering have been proposed.
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CHAPTER 15 Since a detailed description of the yield maximization approaches is beyond the scope of
this book, a simple method for parametric yield maximization is outlined below. This
method belongs to the class of Monte Carlo-based methods described above.

Step 1: Assume models for all circuit performances in terms of both the designable and
the noise parameters. These are denoted by rk (x), or alternatively by rk'(d+s), for
k= 1, 2,..., p.

Step 2: Design an experiment and simulate the circuit at the training points.
Step 3: Fit the models for the performances and validate the models.
Step 4: The parametric yield of a circuit at a design point d is obtained by drawing a

Monte Carlo sample of the noise parameters and using (15.19) to estimate the
yield.

Step 5: Maximize the estimated yield Y(d) with respect to d using some optimization
algorithm. The same Monte Carlo sample of noise parameters is used at each
new design point encountered during the optimization. Let the final design point
be d*. Obtain a confirmatory yield estimate at d*.

In the above procedure, the experimental design of Step 2 and the model of Step 3 are
given in terms of both the designable and the noise parameters. However, the Monte Carlo
sample in the yield estimation of Step 4 is given in terms of the. noise parameters alone.

A Simple Example of Parametric Yield Maximization

Let us consider the familiar inverter example. We make the same assumptions that were
used to illustrate the yield estimation procedures in Section 15.5. The designable
parameters are the nominal channel widths of MN and MP, W1

0 and W2
0, respectively.

Earlier, we had estimated the parametric yield at the point dinit = (W1
0= 10,W2

0 = 20) to
be Y'(dinid) = 79.6%. The yield maximization procedure described above is used. We
construct an RSM for rp in terms of both of the designable parameters W1

0 and W2
0, and

the noise parameters VTn VTP, AW1, and AW2. At each design point, the yield is estimated
from a Monte Carlo sample of the four noise parameters. The final design point obtained
from the optimization is dfinal = (W1

0= 11 ,W2
0 = 22). At dfinall the parametric yield is

estimated to be 100%. Figure 15.14 shows a comparison of the scatter of rp and Am values
before and after yield maximization. This plot shows that at dinit, thei specification was
violated at many of the points while the area measure satisfied its specifications at all the
points.

15.7. Worst-Case Analysis

Worst-case analysis is the most commonly used technique in industry for considering
manufacturing process tolerances in the design of digital integrated circuits. These
approaches are relatively inexpensive compared to the yield maximization approaches in
terms of computational cost and designer effort, and they also provide high parametric
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Figure 15.14. Comparison of circuit performances before and after optimization. During the
course of yield maximization, delay and area are traded off so that at di..I, all points satisfy both
the delay and the area specifications.

yields. At any design point, uncontrollable fluctuations in the circuit parameters cause
circuit performances to deviate from their nominal designed values. The goal of worst-
case analysis is to determine the worst values that the performances may have under these
statistical fluctuations. In addition to finding the worst-case values of the circuit
performances, this analysis also finds the corresponding worst-case values of the noise
parameters. The worst-case noise parameter vector is used in circuit simulation to verify
whether circuit performances are acceptable under these conditions. Similar to worst-
case analysis, one can also perform best-case analysis. In fact, industrial designs are often
simulated under best, worst, and nominal noise parameter conditions, which provides
designers with quick estimates of the range of variation of circuit performances.

For some circuit performances, e.g., delay, the larger their values are, the worse they
become. For other performances, e.g., power dissipation, the smaller the values are the
better they become. For each performance r, we can therefore define a worst-case
direction as follows:

f+1, if larger values are worse than smaller values
= 123i-1, if smaller values are worse than larger values (15.23)

The worst-case performance is defined as a value that bounds some desired percentage
of the population of possible performance values. This percentage or probability is called
the worst-caseprobability p. Therefore, the worst-case circuit performance value rwc can
be defined as the value for which

ization

n
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f(r): Probability density function of performance r

fir) fir)

r r

p% of distribution

Figure 15.1. Definition of worst-case performance value rwc.

The definition is illustrated in Fig. 15.15 where the probability density function of the
performance r is denoted by fir). Here, the worst-case performance value is the value for
which a fraction p of the distribution is worse than that value. Note that for any random
variable, there exists a probability distribution function (to be distinguished from the
probability density function) which expresses the probability that the random variable is
less than some specified value. For the performance r, we can define a probability
distribution function F( as

F(a) = Pr(r < a) (15.25)

The worst-case performance value rwc can now be defined in terms of the probability
distribution function

1i- F(rwc), if w=+1

l=F(rWC), if w = -1 (15.26)

One may raise a question about the relationship between worst-case analysis and the
parametric yield of a circuit. Traditional worst-case analysis does not solve the yield
maximization problem. Instead, it provides the designer with a single-ended test for the
variability in a performance measure. If a circuit is designed such that all the worst-case
performance values satisfy their specifications, i.e., if



ak rk" bk, for k = 1, 2,..., p (15.27)

the parametric yield of the circuit is at least (1 - p)%. However, if all of the specifications
are not met under worst-case conditions, no definitive statement can be made regarding
the parametric yield of the circuit.

We will describe two techniques for worst-case analysis. The first, often called the
"corners" technique, is a simplistic and commonly used procedure. In many cases,
however, this technique is too conservative (overly pessimistic) and produces design
bottlenecks. The second technique is introduced for a more accurate and realistic
analysis. The reader should keep in mind that the designable parameters are fixed during
worst-case analysis and therefore do not appear in the discussion below. Further, since
the procedures discussed apply uniformly to all performance measures, only one
performance measure r is used in the discussion.

The Corners Technique

In this technique, each noise parameter is independently set to its extreme value. For a
noise parameter si with mean si 0 and standard deviation a, a typical extreme value is

si= +3a, i=12,...,ns
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(15.28)

where n is the number of noise parameters. The direction of deviation of a noise
parameter from its mean (i.e., whether + or - is used in the above formula) depends on
whether increasing or decreasing the noise parameter si makes the performance worse.
This is determined by sensitivity analysis, i.e., by computing the derivative of the
performance with respect to a noise parameter and by considering the sign of that
derivative. For each of the ns noise parameters, the sensitivity is computed at its nominal
(or mean) value. Since this technique sets each noise parameter to its extreme or corner
value, it is called the "corners" or the one-at-a-time technique.

Once the worst-case values of the noise parameters have been obtained, the worst-
case performance value rwc is computed by simulating the circuit with those values (at a
fixed design point). This worst-case analysis technique is very conservative, since all of
the noise parameters are independently set at their extreme values. The probability that
such a combination of noise parameter values will actually occur in a fabricated circuit
is extremely small. Therefore, the predicted worst-case value of the circuit performance
is overly pessimistic. If the circuit can be designed such that all of the specifications are
met even under these pessimistic conditions, then the parametric yield is guaranteed to
be very high. In many cases, however, such a design cannot be obtained, which causes
severe bottlenecks.

A More Realistic Worst-Case Analysis Technique

In this technique, the worst-case performance value is computed first. How does one
compute it? We have two possible cases depending on whether the performance is
Gaussian or not.
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Gaussian performance measure

If the performance r is Gaussian, its density function is completely characterized by its
mean Mr and its standard deviation ar. Moreover, given a worst-case probability p, one
can refer to readily available tables for the distribution function of a standard Gaussian
random variable to determine the value of rec. A standard Gaussian random variable has
mean 0 and standard deviation 1. The random variable r can be converted into a standard
Gaussian random variable q via the transformation q = (r - yr)/ar. (Do is the standard
notation for the distribution function of a standard Gaussian random variable, and VI'()
is its inverse. In this case, it can be shown that the solution of (15.26) is

rwc =r + (l-p)War (15.29)

Non-Gaussian performance measure

If the performance measure r is not Gaussian, (15.26) cannot be used to compute rwc. In
this case, the distribution function FO can be estimated using Monte Carlo techniques.
Since a large number of samples are required in the Monte Carlo technique, an RSM for
the performance measure is usually used. Given the value of p and the estimated FO,
(15.26) is numerically solved for rwc using the well-known Newton-Raphson procedure.

After rc has been obtained, one has to compute the corresponding set of noise
parameter values that would result in the worst-case performance. Recall that the
designable parameters are fixed and that the circuit performance is a function of the noise
parameters alone, i.e., (s). Therefore, the worst-case noise parameter vector sWc is the
solution to the following equation

F(sWC) = rWC (15.30)

Note that equation (15.30) above has n unknowns and there are infinitely many solutions
(or a surface of solutions) for the worst-case noise vector. Any combination of noise
parameter values on that surface produces the worst-case performance; thus, an addi-
tional condition is required to uniquely identify swc. The most intuitively appealing
choice for the worst-case vector would be the solution of (15.30) which is most probable.
This corresponds to the most likely combination of noise parameter values that would be
seen in a population of manufactured circuits which would produce the worst-case
performance value. Recall that the noise parameter vector is characterized by the joint
probability density function (pdf) fits). Therefore, one can formulate the following
constrained maximization problem for determining the worst-case noise vector:

maximize f(s)

subjectto i(s)=rwc (15.31)

In the above problem, the maximization of the density is equivalent to the maximization
of probability, and the constraint ensures that the worst-case performance value is
produced.



If the jpdf of the noise parameters is Gaussian, the optimization has a simple
implication. In this case, the solution sc of (15.31) is the point on the surface (15.30)
which is (in a probabilistic sense) closest to the mean vector sO. This is illustrated in Fig.
15.16 for the case of ns = 2. If we assume that the noise parameters s and 2 are
independent, then the contours of equal probability densityfts, 2 ) are circles centered
at the mean point (s10 , s2

0). The solution of (15.31) is akin to moving along the surface
F(sls 2 ) = ec, and looking for the point that is closest to the mean point.

S2

s2 c
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Figure 15.16. Illustration of worst-case analysis for two Gaussian noise parameters.

If, in addition to the fact that the noise parameters are Gaussian, the performance r
is linear with respect to the noise parameters, (15.31) can be solved analytically to provide
a closed-form solution for the worst-case noise vector. In other cases, the constrained
maximization problem has to be solved numerically using an optimization method.

A Simple Worst-Case Analysis Example

To illustrate the worst-case analysis procedure, we will again consider the example of the
inverter shown in Fig. 15.4. We have four noise parameters VT,, VTP, AW1, and AW2,
whose statistical distributions have been stated in Section 15.5. T'he propagation delay r
is a smaller-the-better performance measure and so its worst-case direction is w = + 1. For
this circuit, the propagation delay r, is relatively insensitive to variations in AW1 and
AW2. This is also evident from the RSM of (15.22), where the coefficients of the linear
AWl and AW2 terms are small. Hence, for this example, we drop these two noise
parameters. This is an example of a more general technique called parameter screening,
which is utilized in many design-for-manufacturability methods. Screening helps to
reduce the number of parameters being considered and thereby the computational cost.
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CHAPTER 15 (W1
0 = 12, W2

0 = 22). The following RSM is constructed for the propagation delay rp:

Tp'=0.151+0.0056VT,n -0. 00 73 VTP (15.32)

When rp is expressed as a linear function of the independent Gaussian random variables
VTn and VT, it becomes a Gaussian random variable. Its mean and variance are estimated
to be 0.151 ns and 0.0028 ns, respectively. For a worst-case probability p of 0.13%, we
can compute the worst-case value using (15.29) to be T = 0. 159 ns. The corresponding
worst-case values of VTfn and VTarefoundby solving (15.31) to be VTnwc = 0.91 V and
VTPw = -1.06 V. Note that these values are different from those that would be obtained
from the corners method.

The results from the worst-case analysis using the linear response surface of (15.32)
must be verified. For verification, the worst-case value of the propagation delay is
obtained by solving (15.26) numerically using the procedure described earlier for a non-
Gaussian performance measure. This procedure yields rpwC = 0.159 ns. To find the
corresponding set of worst-case noise parameter values, we first draw a large Monte
Carlo sample of the noise parameters and simulate the inverter circuit to obtain the
propagation delay value for each sample. Next, we isolate the sample point for which the
performance is within a small tolerance of the worst-case value (we use 0.0005 ns) and
for which the probability density is the largest. Then, another Monte Carlo sample is
drawn in a small region around this point and the process is repeated until sufficient
accuracy in the estimate is achieved. A plot of the values of the propagation delay and the
probability density is shown for the last set of sample points in Figure 15.17. The point
with the largest value of the probability density is chosen (rightmost point on Fig. 15.17)
as the worst-case noise parameter vector: VTnwc = 0.89 V and VT = -1.07 V. The worst-
case analysis using the response surface method is therefore verified.

15.8. Performance Variability Minimization

Variabilities in circuit performances are caused by processing and environmental
fluctuations. Minimization of performance variability is another important topic in
design for manufacturability. Circuits with low variabilities will result in products which
are more uniform and have higher quality. As mentioned earlier, there are several
quantities which may be used to measure the variability in a performance. We will use
the variance of a performance r, denoted by a2, to quantify its variability. Two points
which were made in Section 15.3 are reiterated here. First, the mean and variance of a
performance measure are functions of the designable parameters alone since the effects
of the noise parameters have been averaged out. This implies that the variability of a
performance measure can be minimized by properly choosing the values of the designable
parameters. This is the essence of variability minimization. Second, the mean and
variance of a performance have to be estimated since the probability density of the
performance is not known. To estimate these two quantities at a design point, a Monte
Carlo sample of the noise parameters is drawn: s, i = 1, 2, .. , NMc. Then the mean / is
estimated by the sample mean given by
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Figure 15.17. Monte Carlo confirmation of worst-case analysis.

NUT

I4(d)= I L r(d + s,) (15.33)
Nmc

and the variance a2 is estimated by the sample variance given by

1 + i2 NMC
a N (d) = c-l r(d N 2c-1 (15.34)

The specifications on the variability of the circuit performances can be expressed as

ak2 • k, for k = 1, 2,..., p (15.35)

where ak2 denotes the variance of performance r and p is the number of circuit
performances. In addition to the variability specifications, there may also be specifica-
tions on the nominal values of the circuit performances:

ak rk' bk, for k = 1, 2,..., p (15.36)

Thus, the variability minimization problem is to determine the optimal set of
designable parameter values such that the variability and nominal performance specifi-
cations are met. In the parametric yield maximization methods, we had only one objective
function to optimize, namely the yield. In the variability minimization problem, however,
there may be multiple objective functions since for each performance there are two
objectives, and for a particular circuit, multiple performances may be of interest. Such
optimization problems are called multi-criteria optimization problems. There is a wide



630

CHAPTER 15

body of literature on methods to solve such problems; in this section, we provide a simple
(although not the most efficient) solution strategy.

For each performance measure rk, we define a variability penalty Ak using the
variance a 2 as follows:

Ak(d) = 100( (d)) (15.37)

This linear relationship is shown in Fig. 15.18(a). The best value of ak2 is zero, and the
corresponding penalty is zero; the penalty is higher for larger values of ak2. Next, we
define a performance penalty Bk which depends on the nominal value of the performance,
rk°, according to one of the relationships shown in Fig. 15.18(b)-(d). Figure 15.18(b)
shows a definition for Bk that can be used if smaller values of performance are better than
larger values, and Fig. 15.18(c) shows a definition for the opposite case. If all values
within the specification are equally desirable, then the definition of Fig. 15.18(c) may be
used. Note that each of the above definitions for the penalty is linear; various other
nonlinear relationships may also be used, based on the relative desirability of the values.
The variability and performance penalties for each performance measure are defined as
above.
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Next, we define a circuit penalty at a design point, Z(d), as

Z(d) = max Ak(d), Bk(d)}
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The circuit penalty expresses the overall quality of the design with respect to the
variability and nominal performance specifications. Now, we can formulate the variabil-
ity minimization problem as the minimization of the circuit penalty. Formally, the
variability minimization problem is to

minimize Z(d) (15.39)

Thus, we have converted the multi-criteria optimization into an optimization involving
a single objective function. In so doing, however, our objective function is no longer
differentiable. Therefore, the choice of optimization methods to perform the minimiza-
tion of (15.39) must be restricted to those that do not require the objective functions to
be differentiable.

An Example of Variability Minimization

Let us consider the CMOS clock driver circuit shown in Fig. 15.19. The top branch has
three inverters and the lower branch has two inverters to illustrate the problem of signal
skew that is present in many clock trees.

OK

CLKi,

Figure 15.19. Clock distribution circuit.

For our purpose, we shall define the skew to be the difference in the times at which
CLK and its complement cross 0.5 VDD. The definition is illustrated in Fig. 15.20, where
we show two skews, one corresponding to the rising edge of CLK (ASr) and the other
corresponding to the falling edge of CLK (ASf). The signal skew AS is defined as the larger
of the two skews and is the performance measure of interest in this circuit.
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Figure 15.20. Definition of rising and falling clock skews.

The variability minimization problem is to ensure that

(i) the range of AS is less than 0.05 ns, and
(ii) the nominal value of AS is less than 0.5 ns.

The range is defined as the difference between the maximum and minimum values of AS.

The designable parameters in the circuit are the nominal channel widths of the two
transistors in the second and third inverters of the top branch and the last inverter of the
lower branch. The designable parameters are marked on Fig. 15.19. The internal noise
parameters are the noise components of the channel widths and lengths of all of the nMOS
and pMOS transistors in the circuit, and the common gate-oxide thickness of all the
transistors in the circuit. The external noise parameters are the power supply voltage VDD
and the operating temperature. To perform this variability minimization, we construct a
response surface model for AS in terms of the designable, internal, and external noise
parameters. We estimate the range and the nominal value of AS using the RSM. The initial
design point is di,= (W = 3, W2 = 6, W3= 3, W4 = 6, W= 3, W6 = 6), where all the widths
are shown in gum. The range and nominal value of AS at dine are estimated to be 0.311 ns
and 1.398 ns, respectively. At the end of variability minimization, we obtain the final
design point as dflnal = (1.7,11.1, 16.3,26.9,2.5, 38.6). The range and nominal value of
AS at dfinal are estimated to be 0.04 ns and 0.384 ns, respectively. If the acceptability
criteria for the circuit are taken to be the specifications on the range and nominal value
of AS, then the parametric yield at dng is 0%, which implies that the nominal performance
at the initial design point is not acceptable. At dfinall the parametric yield is computed to
be 100%. We have achieved a 72.5% reduction in the nominal value of AS, with a
simultaneous reduction of 87% in the range of AS.
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Exercise Problems

15.1 Consider a simple RC circuit model for a point-to-point interconnect in CMOS
chips. The 50% delay time for a step input pulse is

T5 0%038RC

Both R and C values are subject to random fluctuations due to proces variations.

(a) Express the sensitivities of r50% with respect to R and C.

(b) Express the percentage change in the delay in terms of percentage changes
in both R and C values under the assumption that their values can vary
independently.

(c) Determine the largest delay increase possible due to ±10% fluctuations in
both R and C values.

15.2 An empirically determined relationship between the bulk mobility of majority
carriers and the doping level is

Ix +ma Ymjn n2 / V.s 

1+ 



634 where /imax = 1360 cm2/V , min = 92 cm 2/V s, No = 1.3 x 1017 /cm 3 , a - 0.91
for electrons, and the corresponding numbers for holes are Tumax = 495 cm 2/V s,

CHAPTER 15 mn = 48 cm 2/V s, No = 6.3 x 1016 /cm3 and a = 0.76.

(a) Express the sensitivity of the mobility ,u with respect to the doping level N.

(b) Determine the percentage change in ,u for 10% change in doping level from
the nominal value for electrons and holes, respectively.

15.3 The dependence of the mobility on temperature is determined empirically as

p(T) = Ii(300 K)14T) =

300

(a) Derive an expression for Ap/j in terms of ATIT.

(b) Calculate the percentage change in /,i due to a 5% increase in
temperature from 300 K for M(300 K) = 980 cm2/V s.

15.4 Let us consider the device transconductance parameter

w
k = MC,, 

It is known that all four variables u, C0 x W, and L are random variables due to
process variations.

(a) Derive an expression for the percentage change in k due to the percentage
changes in u, Cox W, and L.

(b) If you assume that all four parameters change independently (corners
technique), what would be the maximum percentage change expected due to
5% changes in all four parameters for nominal values of (u°, CO °, W°, LO)
= (980 cm 2/V s, 35 x 10-8 F/cm2, 5 gim, 1.0 ,um)?

15.5 The logic threshold voltage Vth of a CMOS inverter from (5.87) is

o n ( DD+ VTOp)
V,= IcR

where
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(a) Assuming that ju = 2.5 st, L = L for simplicity, derive an expression for
the percentage change in Vth in terms of percentage changes in VTOW V70p
and WPM.

(b) For nominal values of V70D = 0.8 V, VOP = -0.8 V, and W = 2.5 Wn,
determine the maximum (worst-case) deviation of Vh for a ±0.1 V change in
both VMn and VTP, and a ±15% change in WpIW,.

15.6 A CMOS chip with three signal input terminals, one output terminal, one power
supply terminal, and one ground terminal is presented to you. The input signal
voltages can vary from 0 to 5 V, the power supply voltage can vary from 4.5 V to
5.5 V, and the device operating temperature can range from 0 to 85 0C.

We want to design an experiment so that the DC response of the chip can be
described by a quadratic response surface model for three inputs, power supply
voltage, and temperature.

(a) Design a full factorial experiment.
(b) Design a Latin hypercube experiment.
(c) Design Taguchi's orthogonal array.

15.7 Design a CMOS full adder circuit and its layout using WIL = 5/2 for nMOS
transistors and WIL = 10/2 for pMOS transistors. For a capacitive load of 1 pF,
determine the worst-case delay of your particular design when the range of power
supply variations is 4.5 to 5.5 V and the operating temperature ranges from 25 IC
to 85 IC. Also assume that the magnitude ranges of the threshold voltages are from
0.8 to 1.2 V for both transistor types. All other parameters are assumed to be at their
nominal values in this problem.

15.8 Determine the worst-case power dissipation for the design in Problem 15.7.

15.9 Suppose that the noise parameters are jointly Gaussian. The joint probability
density function of a Gaussian random vector s with mean s and variance/
covariance matrix Q is given by

((c2-cr)P ( S ) Q- (S - -)]
2 1), .. a ' x



636 Consider the RC circuit model of Problem 15.1 with the performance measure
being the 50% delay time 150%. SupposeR and Care independent Gaussian random

CHAPTER 15 variables. R has a mean of RO=10 kQ and a standard deviation of aR = 1 kQ. C has
a mean of CO = 10 pF and a standard deviation of ac = 1 pF. The worst-case
direction for 50% is +1.

(a) Determine the mean and standard deviation of 150%.

(b) 150% is not a Gaussian random variable. To verify this, draw a Monte Carlo
sample of R and C, use the formula given in Problem 15.1 to compute 1:50%,

and plot the density of 1:50%. Compare the density to that of a Gaussian
random variable having the mean and standard deviation of 50% that you
computed in (a).

(c) The worst-case value of 1:50% can be computed using the procedure for a non-
Gaussian performance measure given in the discussion of worst-case analy-
sis. Suppose the value is denoted by r50%WC. To find the worst-case values of
R and C, one must solve (15.31). Using the formula for the (jpdf) of a
Gaussian random vector, reformulate the maximization of (15.31) into a
minimiza-tion. The objective function for this minimization is called the
"probabilistic distance." For this example, the minimization problem can be
solved analytically using pencil and paper. Obtain the condition for minimi-
zation.

(d) Use the fact thatRO = CO and (JR = %cto obtain RWC and C11 in terms of r51 %WC'

15.10 (a) List the pros and cons of using the pessimistic worst-case analysis results in
the design of integrated circuits in view of parametric yield, design effort,
and project schedule.

(b) Would the use of the simple-minded, pessimistic worst-case analysis tech-
nique such as the corners technique always shorten the development time?

(c) What can be the most serious problem that can be faced by the pessimistic
analysis in a big project which involves many different organizations?

15.11 Worst-case models even for the same circuit are different for different perfor-
mances. For instance, the worst-case MOS model for delay time will be different
from the worst-case MOS model for power dissipation. Yet, most design practices
have been carried out using slow, medium, fast transistor models for both nMOS
and pMOS transistors. Discuss how one would simulate the clock skew in a CMOS
clock distribution circuit under such circumstances. What would be the correct
way of performing circuit simulation of clock skews, if the transistor models can
be custom-ordered by designers?



15.12 Discuss the strategy for developing manufacturable specifications for chip pro-
cessing in terms of required control on threshold voltages, variations in channel
lengths and widths, gate oxide thickness, and substrate and tub doping profiles.

15.13 The so-called "throw-over-the-wall" approach overstrains the effort needed by the
counterpart organization. Discuss how one can avoid such overstraining require-
ments with shared responsibility in order to make the whole technology develop-
ment process more cost-effective.

15.14 Taguchi's orthogonal array approach appeals to designers due to its simplicity; the
design of the experiment is readily available in table form. Apply the L18 in MOS
circuit design by using an example of your choice to demonstrate the principle of
statistical design.

15.15 From (15.31) and (15.32) derive the expression for the worst-case noise vector for
two independent Gaussian random variables, each with a mean of 0 and standard
deviation of 1.
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CHLAPTER 16

DESIGN
FOR TESTABILITY

16.1. Introduction

The task of determining whether fabricated chips are fully functional is highly complex
and can be very time-consuming. However, when faulty chips pass an improperly
designed test, they can cause system failures and enormous difficulty in system debug-
ging. It is known that the debugging cost increases by about tenfold from chip level to
board level, and also from board level to system level. Thus, it is of great importance to
detect faults as early as possible. As the number of transistors integrated into a single chip
increases, the task of chip testing to ensure correct functionality becomes increasingly
more difficult. However, in a production environment, many chips must be tested within
a short time for timely delivery to customers. To overcome such difficult issues, design
for testability has become ever more critical. In this chapter, we discuss types of faults,
the corresponding fault models, design of testable circuits, and self-testing circuits. The
testability will be defined in terms of observability and controllability, which are also
commonly used in control and system theory. Introductory material in this chapter is
largely based on a tutorial by Patel. For in-depth treatment of this topic, the reader is
encouraged to consult Abramovici et al. [1].

16.2. Fault Types and Models

Chip testing, in the conventional sense, is usually multi-purpose and attempts to detect
faults in fabrication, design, and failures due to stressful operating conditions, namely the



reliability problems. Input test vectors are devised and applied to the device under test
(DUT) or circuit under test (CUT) as its stimuli. Then the measured outputs are compared
with the expected correct responses to determine whether DUT is good (go) or bad (no-
go). The main difficulty in testing is caused by the fact that only input and output pins of
DUT are accessible, although at the test bench in the development laboratory, the internal
nodes of unpackaged chips can be probed at the topmost metal level before passivation
is done. As the operating clock frequency of the chips increases beyond several tens of
megahertz, the at-speed test has also become a difficult problem. The difficulty stems
from the signal integrity (transient ringing) problem in sending test signals from the tester
to DUT and in detecting response signals from DUT due to impedance mismatch and
transmission line problems in the tester interconnects. The impedance mismatch problem
has been partially addressed in chip I/O design or by using a table lookup technique to
correct delay measurement errors. In addition to the tester problem, the generation of
correct test vectors to detect all modeled faults and design errors in complex chips, either
manually or through an automatic test patter generator (ATPG), has become a difficult
task. In this chapter, we will limit our discussion to faults caused by physical defects.

Examples of physical defects include:

* Defects in silicon substrate
* Photolithographic defects
* Mask contamination and scratches
* Process variations and abnormalities
* Oxide defects

The physical defects can cause electrical faults and logical faults. The electrical
faults include:

* Shorts (bridging faults)
* Opens
* Transistor stuck-on, stuck-open
* Resistive shorts and opens
* Excessive change in threshold voltage
* Excessive steady-state currents

The electrical faults in turn can be translated into logical faults. The logicalfaults
include:

* Logical stuck-at-0 or stuck-at-I
* Slower transition (delay fault)
* AND-bridging, OR-bridging

The relationships between physical defects, electrical faults, and logical faults can be
explained using a simple NOR2 gate as shown in Fig. 16.1. A metallic blob (physical
defect) between the common drain terminal in the n-diffusion region and the ground bus
line shown in Fig. 16. (a) can be modeled as a resistive short between the output node
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Z and the ground as shown in Fig. 16. l(b), and also by a stuck-at-0 (s-a-0) fault of output
Z when the resistance is low or a pull-up delayfault when the resistance is high, as shown
in Fig. 16. (c).

Physical Detect Electrical

z

(a) (b)

Low resistance short:

High resistance short:

Logical

A d s-a-O
A: FEZ

B

timing error

(c)

Figure 16.1. (a) Physical defect in NOR2 fabrication, (b) its electrical fault model; and (c) its
logical fault models.

Figure 16.2 shows other types of faults in a CMOS circuit consisting of NOR2,
NAND2, and inverter gates. In this circuit, the input line B can be stuck-at- 1 (s-a- 1), since
some part of the input line is shorted to the power rail. The pMOS transistor of the first
stage NOR2 gate is stuck-on due to a process problem that causes a short between its
source and drain terminals. The top nMOS transistor in the NAND2 gate, on the other
hand, is stuck-open due to either an incomplete contact (open) of the source or drain node
or due to a large separation of drain or source diffusion from the gate, which causes
permanent turn-off of the transistor regardless of the input C value. The stuck-on and
stuck-open faults are elaborated on in Fig. 16.3. The bridging fault between the output
line of the inverter and the input line C can be due to a fabrication defect which causes
a short between any two parts of the two lines. Although in the circuit diagram, these two
lines are seemingly far apart, in the actual layout, some parts of these two lines can be



close to each other. In such a layout, these two lines can be shorted due to underetching
in the line patterning process.

Figure 16.2. Some process-related defects in a CMOS circuit consisting of NOR2, NAND2, and
inverter gates.

The single stuck-at fault models are used frequently, although the DUT can have
defects that do not map to a single stuck-at fault. Some of the reasons are:

* Complexity of test generation is greatly reduced.
* Single stuck-at fault is independent of technology, design style.
* Single stuck-at tests cover a large percentage of multiple stuck-at faults.
* Single stuck-at tests cover a large percentage of unmodeled physical defects.

In fact, it has been shown that in a two-level circuit with no redundancy, any complete
test set for all single stuck-at faults can cover all stuck-at faults. Multiple stuck-at fault
models find applications for fuse or anti-fuse based programmable designs such as
programmable gate arrays, field programmable gate arrays (FPGAs), and RAMs.

The delay fault which causes timing failures at target speed can be due to several
factors. To name a few,
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* improper estimation of on-chip interconnect delays and other timing consid-
erations,

* excessive variations in the fabrication process which cause significant varia-
tions in circuit delays and clock skews,

* opens in metal lines connecting parallel transistors which make the effective
transistor size much smaller,

* aging effects such as hot-carrier induced delay increase.

S

II~ 2 - I

(a)

G
S

III'2 j ::::iiu .......... D

(b)

Figure 16.3. MOS transistor with (a) stuck-open (off) fault and (b) stuck-on (short) fault.

The task of detecting delay faults is even more subtle than detecting functional faults in
steady state. The functional test is usually done at speeds lower than the target speed due
to the limitations of the testers. Special clocking is used to apply delay tests on a slow
tester. The fault models mentioned above are used in fault simulation aimed at

* Test generation,
* Construction of fault dictionaries, or
* Circuit analysis in the presence of faults.

Each fault dictionary stores the expected output response of every faulty circuit to a
particular test vector corresponding to a particular simulated fault.

16.3. Controllability and Observability

The controllability of a circuit is a measure of the ease (or difficulty) with which the
controller (test engineer) can establish a specific signal value at each node by setting
values at the circuit input terminals. The observability is a measure of the ease (or
difficulty) with which one can determine the signal value at any logic node in the circuit

I-Ir'



by controlling its primary input and observing the primary output. Here the term primary
refers to the I/O boundary of the circuit under test. The degree of controllability and
observability and, thus, the degree of testability of a circuit, can be measured with respect
to whether test vectors are generated deterministically or randomly. For example, if a
logic node can be set to either logic 1 or 0 only through a very long sequence of random
test vectors, the node is said to have a very low random controllability since the
probability of generating such a vector in random test generation is very low. There exist
time constraints in practice, and in such cases the circuit may not be considered testable.
There are deterministic procedures for test generation for combinational circuits, such as
the D-algorithm which uses a recursive search procedure advancing one gate at a time and
backtracking, if necessary, until all the faults are detected. The D-algorithm. requires a
large amount of computer time. To overcome such shortcomings, many improved
algorithms such as Path-Oriented DEcision Making (PODEM) and FAN-out-oriented
test generation (FAN) have been introduced, Sequential circuit test generation is several
orders of magnitude more difficult than these algorithms. To ease the task of ATG,
design-for-test (DFT) techniques are routinely employed.

Let us now consider the simple circuit in Fig. 16.4 consisting of four simple logic
gates. To detect any defect on line 8, the primary inputs A and B must be set to logic 1.
However, such a setting forces line 7 to logic 1. Thus, any stuck-at- (s-a- 1) fault on line
7 cannot be tested at the primary output, although in the absence of such a fault, the logic
value on line 7 can be fully controllable through primary inputs B, C, and D. Therefore,
this circuit is not fully testable. The main cause of this difficulty in this circuit is the fact
that input B fans out to lines 5 and 6, and then after the OR3 gate, both line signals are
combined in the AND3 gate. Such a fanout is called reconvergentfanout. Reconvergent
fanouts make the testing of the circuit much more difficult.

Figure 16.4. A simple circuit consisting of four gates with four primary inputs and one primary
output.

If a large number of input vectors are required to set a particular node value to 1 or
0 (fault excitation) and to propagate an error at the node to an output (fault effect
propagation), then the testability is low. The circuits with poor controllability include
those with feedbacks, decoders, and clock generators. The circuits with poor observability
include sequential circuits with long feedback loops and circuits with reconvergent
fanouts, redundant nodes, and embedded memories such as RAM, ROM, and PLA.
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16.4. Ad Hoc Testable Design Techniques

One way to increase the testability is to make nodes more accessible at some cost by
physically inserting more access circuits to the original design. Listed below are some of
the ad hoc testable design techniques.

Partition-and-Mux Technique

Since the sequence of many serial gates, functional blocks, or large circuits are difficult
to test, such circuits can be partitioned and multiplexors (muxes) can be inserted such that
some of the primary inputs can be fed to partitioned parts through multiplexers with
accessible control signals. With this design technique, the number of accessible nodes
can be increased and the number of test patterns can be reduced. A case in point would
be the 32-bit counter. Dividing this counter into two 16-bit parts would reduce the testing
time in principle by a factor of 215. However, circuit partitioning and addition of
multiplexers may increase the chip area and circuit delay. This practice is not unique and
is similar to the divide-and-conquer approach to large, complex problems. Figure 16.5
illustrates this method.

Initialize Sequential Circuit

When the sequential circuit is powered up, its initial state can be a random, unknown state.
In this case, it is not possible to start the test sequence correctly. The state of a sequential
circuit can be brought to a known state through initialization. In many designs, the
initialization can be easily done by connecting asynchronous preset or clear-input signals
from primary or controllable inputs to flip-flops or latches.

Figure 16.5. Partition-and-mux method for large circuits.

Disable Internal Oscillators and Clocks

To avoid synchronization problems during testing, internal oscillators and clocks should
be disabled. For example, rather than connecting the circuit directly to the on-chip
oscillator, the clock signal can be ORed with a disabling signal followed by an insertion
of a testing signal as shown in Fig. 16.6.
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Figure 16.6. Avoid synchronization problems-via disabling of the oscillator.

Avoid Asynchronous Logic and Redundant Logic

The enhancement of testability requires serious tradeoffs. The speed of an asynchronous
logic circuit can be faster than that of the synchronous logic circuit counterpart. However,
the design and test of an asynchronous logic circuit are more difficult than for a
synchronous logic circuit, and its state transition times are difficult to predict. Also, the
operation of an asynchronous logic circuit is sensitive to input test patterns, often causing
race problems and hazards of having momentary signal values opposite to the expected
values. Sometimes, designed-in logic redundancy is used to mask a static hazard
condition for reliability. However, the redundant node cannot be observed since the
primary output value cannot be made dependent on the value of the redundant node.
Hence, certain faults on the redundant node cannot be tested or detected. Figure 16.7
shows that the bottom NAND2 gate is redundant and the stuck-at- fault on its output line
cannot be detected. If a fault is undetectable, the associated line or gate can be removed
without changing the logic function.,

F = AB + BC + AC
= AB + AC

(a) (b)

Figure 16.7. (a) A redundant logic gate example. (b) Equivalent gate with redundancy removed.
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Although it is unessential to test redundant nodes when they are designed in as
backup parts, either to enhance the circuit reliability or to increase the fabrication yield,
the use. of redundant circuits can make test generation much more complex and difficult.
In fact, test generators, especially the random or deterministic test generators, would not
be able to recognize such design intent. Some redundancy in circuits may be unintentional
due to lack of design efficiency.

Avoid Delay-Dependent Logic

Chains of inverters can be used to design in delay times and use AND operation of their
outputs along with inputs to generate pulses, as shown in Fig. 16.8.

Most automatic test pattern generation (ATPG) programs do not include logic delays
to minimize the complexity of the program. As a result, such delay-dependent logic is
viewed as redundant combinational logic, and the output of the reconvergent gate is
always set to logic 0, which is not correct. Thus, the use of delay-dependent logic should
be avoided in design for testability.

41
I >

Figure 16.8. A pulse-generation circuit using a delay chain of three inverters.

16.5. Scan-Based Techniques

As discussed earlier, the controllability and observability can be enhanced by providing
more accessible logic nodes with use of additional primary input lines and multiplexors.
However, the use of additional I/O pins can be costly not only for chip fabrication but also
for packaging. A popular alternative is to use scan registers with both shift and parallel
load capabilities. The scan design technique is a structured approach to design sequential
circuits for testability. The storage cells in registers are used as observation points,
control points, or both. By using the scan design techniques, the testing of a sequential
circuit is reduced to the problem of testing a combinational circuit.

In general, a sequential circuit consists of a combinational circuit and some storage
elements. In the scan-based design, the storage elements are connected to form a long
serial shift register, the so-called scan path, by using multiplexors and a mode (test/
normal) control signal, as shown in Fig. 16.9.

In the test mode, the scan-in signal is clocked into the scan path, and the output of
the last stage latch is scanned out. In the normal mode, the scan-in path is disabled and
the circuit functions as a sequential circuit. The testing sequence is as follows:

I* .30



Step 1: Set the mode to test and, let latches accept data from scan-in input,
Step 2: Verify the scan path by shifting in and out the test data.
Step 3: Scan in (shift in) the desired state vector into the shift register.
Step 4: Apply the test pattern to the prim ary input pins. I : ;
Step 5: Set the mode to normal and observe the primary outputs of the circuit after

sufficient time for propagation.,
Step 6: Assert the circuit clock, for one machine cycle to capture the outputs of the

combinational logic into the registers.
Step 7: Return to test mode; scan out the contents of the registers, and at the same time

scan in the next pattern.
Step 8: Repeat steps 3-7 until all test patterns are applied.

Figure 16.9. The general structure of scan-based design.

The storage cells in scan design can be implemented using edge-triggered D flip-
flops, master-slave flip-flops, or level-sensitive latches controlled by complementary
clock signals to ensure race-free operation. A detailed discussion of such latches and flip-
flops is given in Chapter 8. Figure 16.10 shows a scan-based design of an edge-triggered
D flip-flop. In large high-speed circuits, optimizing a single clock signal for skews, etc.,
both for normal operation and for shift operation, is difficult. To overcome this difficulty,
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two separate clocks, one for normal operation and one for shift operation, are used. Since
the shift operation does not have to be performed at the target speed, its clock is much less
constrained.

An important approach among scan-based designs is the level sensitive scan design
(LSSD), which incorporates both the level sensitivity and the scan path approach using
shift registers. The level sensitivity is to ensure that the sequential circuit response is
independent of the transient characteristics of the circuit, such as the component and wire
delays. Thus, LSSD removes hazards and races. Its ATPG is also simplified since tests
have to be generated only for the combinational part of the circuit.

Figure 16.10. Scan-based design of an edge-triggered D flip-flop.

The boundary scan test method is also used for testing printed circuit boards (PCBs)
and multichip modules (MCMs) carrying multiple chips. Shift registers are placed in each
chip close to I/O pins in order to form a chain around the board for testing. With successful
implementation of the boundary scan method, a simpler tester can be used for PCB
testing.

On the negative side, scan design uses more complex latches, flip-flops, I/O pins, and
interconnect wires and, thus, requires more chip area. The testing time per test pattern
is also increased due to shift time in long registers.

16.6. Built-In Self Test (BIST) Techniques

In built-in self test (BIST) design, parts of the circuit are used to test the circuit itself. On-
line BIST is used to perform the test under normal operation, whereas off-line BIST is
used to perform the test off-line. The essential circuit modules required for BIST include:

* Pseudo random pattern generator (PRPG)
* Output response analyzer (ORA)

The roles of these two modules are illustrated in Fig. 16.11. The implementation of both
PRPG and ORA can be done with Linear Feedback Shift Registers (LFSRs).



Pseudo Random Pattern Generator
I

To test the circuit, test patterns first have to be generated either by using a pseudo random
pattern generator, a weighted test generator, an adaptive test generator, or other means.
A pseudo random test generator circuit can use an LFSR, as shown in Fig. 16.12.

Start

Pin-in Pin-out

Pass/fail

Figure 16.11. A procedure for BIST.

Figure 16.12. A pseudo-random sequence generator using LFSR.

Linear Feedback Shift Register as an ORA

To reduce the chip area penalty, data compression schemes are used to compare the
compacted test responses instead of the entire raw test data. One of the popular data
compression schemes is the signature analysis, which is based on the concept of cyclic
redundancy checking. It uses polynomial division, which divides the polynomial repre-
sentation of the test output data by a characteristic polynomial and then finds the
remainder as the signature. The signature is then compared with the expected signature
to determine whether the device under test is faulty. It is known that compression can
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cause some loss of fault coverage. It is possible that the output of a faulty circuit can
match the output of the fault-free circuit; thus, the fault can go undetected in the
signature analysis. Such a phenomenon is called aliasing.

In its simplest form, the signature generator consists of a single-input linear feedback
shift register (LFSR), as shown in Fig. 16.13, in which all the latches are edge-triggered.
In this case, the signature is the content of this register after the last input bit has been
sampled. The input sequence {an) is represented by polynomial G(x) and the output
sequence by Q(x). It can be shown that G(x) = Q(x) P(x) + R(x), where P(x) is the
characteristic polynomial of LFSR and R(x) is the remainder, the degree of which is lower
than that of P(x). For the simple case in Fig. 16.13, the characteristic polynomial is

P(x) = 1 + X2+ X4+X

For the 8-bit input sequence { 1 1 1 1 0 1 0 1, the corresponding input polynomial is

G(x)=x7 +x 6 +x5 + x4 +x 2 +1

and the remainder term becomes R(x) = x4 + x2, which corresponds to the register contents
of {0 0 1 0 11.

Figure 16.13. Polynomial division using LFSR for signature analysis.

Output Response Analyzer

The on-chip storage of a fault dictionary containing all test inputs with the correspond-
ing outputs is prohibitively expensive in terms of the chip area. A simple alternative
method is to compare the outputs of two identical circuits for the same input, with one
of them regarded as reference. However, if both circuits have the same faults, their
outputs can still match. Such faults cannot be detected with this technique, although, the
probability of two identical circuits having exactly the same faults would be very low.

In addition to the above circuits for built-in self test, self-checking design techniques
can be used to detect faults autonomously during on-line operation. Usually a checker
circuit is inserted such that the checker generates and sends out a signal when on-line
faults occur. The distribution of checkers throughout a very large digital circuit or system
can provide prompt detection of the fault location by tracing the checker which sent the
fault signal. The use of self-checking circuits simplifies the development of software



diagnostic programs. However, some additional hardware is required, and the checker
itself needs to have self-checking capability. When self-checking capability of the
checker itself is required, a single-output checker is not sufficient since that output may
have a stuck-at fault, thus preventing the detection of actual faults in the circuit under test.
A checker with a pair of outputs can be used instead to overcome this problem.

Built-In Logic Block Observer

The built-in logic block observer (BILBO) register is a form of ORA which can be used
in each cluster of partitioned registers. A basic BILBO circuit is shown in Fig. 16.14,
which allows four different modes controlled by C0 and Cl signals.

Co C, Mode

0 0
1 0
1 1
01

linear shift
signature analysis
data (complemented) latch
reset

Figure 16.14. 3-bit built-in logic observer (BILBO) example.

The BILBO operation allows monitoring of circuit operation through exclusive-
ORing into LFSR at multiple points, which corresponds to the signature analyzer with
multiple inputs.

16.7 Current Monitoring DDQ Test

An often-used technique for testing fabrication defects is the IDDQ test. Under a bridging
fault, the static currents drawn from the power supply in CMOS circuits can be noticeably
high, well beyond the expected range of leakage currents. For example, if the drain node
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of the pMOS transistor in a CMOS inverter is shorted to the power supply rail due to a
bridging fault, its IDDQ current can be very high even when the input is high. It can also
detect other fabrication defects not easily detected by other test methods, including:

* Gate oxide short
* Channel punch-through
* p-n diode leakage
* Transmission-gate defect

The IDDQ test consists of applying the test vector and then monitoring the current
drawn from the power supply rail in DC steady state. Although this test requires more
testing time, the fault detection capability is greatly improved with small circuit overhead
required to monitor the IDDQ in various parts of DUT.

While stuck-at tests require both fault sensitization and fault effect propagation, the
IDPQ test requires only fault sensitization. However, its performance in open drain and
open gate test is less effective. The IDDQ fault coverage is relatively easy to obtain and
may potentially offer a full-chip coverage capability for large designs.

The design guidelines for IDDQ testability are as follows:

* Low static current states, e.g., full CMOS is preferred
* No active pull-ups or pull-downs
* No internal drive conflicts, e.g., drivers share a bus
* No floating nodes in the circuit
* No degraded voltages, e.g., must have VOH = VDD and VOL = 0
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Exercise Problems

16.1 Give a logic circuit example in which stuck-at-1 fault and stuck-at-0 fault are
indistinguishable.

16.2 Show that the remainder of LFSR in Fig. 16.13 is indeed R(x) = X4 + x 2.

16.3 Explain the merits or demerits of the bus structure in relation to testability. How
would the bus structure impact the chip area overhead?
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16.4 Determine whether the leakage current test for chips should be done prior to or
after the functional test. What can you say about the test frequency of chips
containing dynamic circuits designed to operate at very high frequency? Can it fail
the functional test at much lower frequency? If so, explain why.

16.5; Show a few logic circuit examples whose logical fault coverage is dependent on
the test vector sequence.

16.6 Find the set of all test vectors which detects the stuck-at-0 fault in line B in Fig.
16.2. Repeat for the stuck-at-1 fault in line C.

16.7 Show that if there are undetectable stuck-at faults in a combinational circuit then
the circuit can be reduced according to the following rules (the rule set for OR gates
is given below; prove it and find the rules for AND, NOR, NAND, and XOR gates).

Undetectable Fault

Input xi s-a-1
Inputxi s-a-I
Output s-a-0
Output s-a- I

Reduction Rule for OR Gates

Remove input xi
Remove OR gate, connect output to 1
Remove OR gate, connect output to 0
Remove OR gate, connect output to 1

16.8 Apply the rules in Problem 16.7 to the circuit shown in Fig. 16.7.
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model; 557-559
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Layout, 37-44, 570
Leakage current, 352, 360
Level shifting, TTL-to-CMOS, 538-543
Linear enhancement-load inverter, 161
Linear region, 65-66
Lithography, 25

Manchester carry chain (circuit), 383
Mask, 25
Master-slave flip-flop, 331
Mean forward transit time, 453
Metallic interconnect, 28
Metastability, 335
Model parameters, 78, 118, 138
Monte Carlo method, 618, 621
MOS field effect transistor (MOSFET), 55

capacitances, 97-106
current-voltage characteristics, 66-77
depletion-type, 56, 62
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models, 118
n-channel, 56, 77, 116, 274
p-channel, 56, 77, 274
scaling, 83-86
structure, 55

MOSIS design rules, 38-39
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Multiple-threshold CMOS, 468
Multiplexor, 299

N-channel MOSFET, 56, 64,77
N-well, 29
NAND gate, 266
Narrow channel effects, 93
Noise, 146, 543
Noise margins, 146
Noise parameters, 602

NOR gate, 260, 274
NORA CMOS logic, 388-391

OR function, 260
Output high voltage, 145
Output low voltage, 145
Overlap capacitance, 100
Oxide breakdown, 96
Oxide capacitance, 58, 100-102, 132, 600
Oxide-interface charge, 97
Oxide-related capacitances, 100.

P-channel MOSFET, 56,77
Packaging technology, 589
Parametric yield, 607,615
Parasitic capacitances, 197
Parasitic interconnect capacitance, 226
Parasitic resistance, 233
Pass transistor, 326
Patterning, 21
Photoresist, 23
Physical defects, 639
Pinch-off, 66,73
Polysilicon, 26
Positive logic convention, 141, 260
Power dissipation, 148, 452

CMOS inverters, 242
dynamic, 454
resistive-load inverter, 156
short-circuit, 456
static, 452

Power-delay product, 249
Power meter, 245
Precharge, 376, 388, 437, 443
Process variations, 599
Propagation delay time, 199-204,491
Pseudo-nMOS gates, 289
Pull-down network, 283
Pull-up network, 283

Random-access memory (RAM), 417-446
(see also Dynamic read-write memory
and Static read-write memory)

Ratioed logic, 372
Ratioless logic, 373
Read-only memory (ROM):

column access time, 417
layout, 406-408
NAND-based, 409
NOR-based, 405-407
row access time, 415-416
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